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Abstract

This thesis deals with Yau’s theorem (see [Yau77], [Yau78]) about the solution of

Calabi’s conjecture (see [Cal54]). We state both of them below:

Theorem (Calabi’s Conjecture, 1954). Let Mm be a compact and connected

Kähler manifold with Kähler form ω. Then for every closed real (1, 1)-form ρ ∈
2π[C1(M)] there exists a unique Kähler form Ω ∈ [ω] such that Ric(Ω) = ρ.

Theorem (Yau, 1978). Let thatMm be a compact Kähler manifold with Kähler

form ω. Let F ∈ C∞(M) and C > 0 such that C
∫
M
eF dVg = vol(M) . Then

there is φ ∈ C∞(M) such that

ω +
√
−1 ∂∂φ

defines a Kähler form onM and

(ω +
√
−1 ∂∂φ)m = eCFωm

The goal of this work is to explore the relation between these results and to dis-

cuss each step of Yau’s proof in detail. In order to achieve this objective, a brief (yet

as much self-contained as possible) introduction to the theory of Kähler manifolds

will be made, starting from the setting of complex geometry.
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Introduction

The concept of Kählermanifolds emerged from the intersection of complex geom-

etry, Riemannian geometry, and symplectic geometry. The origins of Kähler geom-

etry lie in the study of complex manifolds, which are smooth manifolds equipped

with a complex structure. In the early 20th century, mathematicians such as Élie

Cartan and Henri Poincaré made significant contributions to the understanding of

complex structures and their associated metrics.

The formal notion of what we now call a Kähler manifold was introduced by

the German mathematician Erich Kähler in 1933 in his seminal paper [Käh32].

Kähler’s work focused on the special properties of complex manifolds equipped

with a Hermitian metric whose fundamental (1, 1)-form is closed. This structure

led to significant simplifications in the study of both the metric and the complex

structure, laying the groundwork for what would later become a central concept

in differential geometry.

In the decades followingKähler’s initialwork,mathematicians further explored

the properties of Kähler manifolds, discovering a wealth of examples and appli-

cations. In particular, Kähler geometry became deeply connected with questions

about the curvature of these manifolds and their cohomological properties.

One of the most influential developments in this field was the conjecture pro-

posed by Eugenio Calabi in the 1950s. Calabi theorized the existence of a Kähler

metric with prescribed Ricci curvature on a compact Kähler manifold. Specifi-

cally, it suggested that for any compact Kähler manifold with Kähler form Ω, and

for any closed real (1, 1)-form in the cohomology class of its Ricci form, there ex-
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ists a unique Kähler metric with a Kähler form in the cohomology class of Ω that

has the specified form as its Ricci form.

This conjecture represented a pivotal moment in the study of Kähler mani-

folds, as it connected the geometric properties of the manifold to its topological

data, given by its cohomology class. However, proving the conjecture posed a

formidable challenge and remained an open problem for more than two decades.

A major step toward resolving the Calabi Conjecture was made by Thierry

Aubin in the 1970s: through new analytical techniques, he was able to prove the

existence of Kähler-Einsteinmetrics with negative first Chern class, hence clearing

a specific case of the conjecture.

The resolution of the Calabi Conjecture by Shing-Tung Yau in 1978 marked

a turning point in Kähler geometry. Yau’s groundbreaking proof, using methods

from nonlinear partial differential equations and geometric analysis, established

the existence and uniqueness of Kähler metrics satisfying Calabi’s conditions. This

result not only resolved the conjecture but also had profound implications for the

methods applied to find the solution.

The work of this thesis is organized as follows. The first chapter is devoted to

establishing the general framework of complex geometry. We introduce the key

objects that will be central to this thesis, such as complex manifolds, holomorphic

functions, and the complexified structures of a manifold.

In the second chapter, we develop the concept of Kähler manifolds, examining

the interplay between the structures introduced earlier. Special focus is given to

the intrinsic geometry of Kählermanifolds, culminating in introduction of the first

Chern class.

Finally, the third chapter is dedicated to the study of Yau’s resolution of the

Calabi Conjecture. The proof will be broken down into its essential steps to facil-

itate a clear understanding of the arguments and techniques involved. Particular

emphasis will be placed on the analytic methods and the geometric insights that

form the core of Yau’s approach.
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Chapter 1

Complex Manifolds

1.1 Basics of Complex Geometry

In this section, we lay the foundation for our work, presenting some notions from

complex analysis and introducing the framework of complex manifolds.

1.1.1 Euclidean setting

Definition 1 (Complex structure on R2k). For any k ≥ 1, we can identify

Ck ∼= R2k via the R-linear isomorphism

(z1, . . . , zk)←→ (x1, . . . , xk, y1, . . . , yk)

where zi = xi +
√
−1 yi . Under this identification, the multiplication by

√
−1

on Ck corresponds to the endomorphism jk of R2k represented in the standard

basis by the matrix (
0 −Ik
Ik 0

)
where Ik is the identity matrix of order k. The map jk is called the canonical

complex structure on R2k , and it satisfies j2k = −IdR2k .
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Under the identification used in Definition 1, a map f : U
open

⊆ Cn → Cm can

be uniquely paired with a map F : U ⊆ R2n → R2m, where if f = (f1, . . . , fm)

and F = (F1, . . . , F2m) then for all i

fi = Fi +
√
−1Fm+i

We say that f is of class Ck (resp. smooth) on U in the real sense if F is of class Ck

(resp. smooth) on U . Whenm = 1, we will denote f ∈ Ck(U), k ∈ N ∪ {∞} .

Definition 2 (Holomorphic map on the complex space). Let U
open

⊆ Cn. A

function f ∈ C1(U) is called holomorphic at p ∈ U if

∂f
∂zi

(p) = 0 ∀ i = 1, . . . , n

where the ∂
∂zi

’s are the anti-holomorphic Wirtinger operators

∂
∂zi

:= 1
2

(
∂
∂xi

+
√
−1 ∂

∂yi

)
f is called holomorphic on U if it is holomorphic at q for all q ∈ U . A map g =

(g1, . . . , gm) : U → Cm of classC1 onU is called holomorphic if its components

gi ∈ C1(U) are holomorphic.

For f = (f1, . . . , fm) we compute

∂fi
∂zj

= 1
2

(
∂Fi

∂xj
− ∂Fm+i

∂yj
+
√
−1(∂Fm+i

∂xj
+ ∂Fi

∂yj
)
)

Consequently, the condition ∂fi
∂zj

= 0 reads

∂Fi

∂xj
= ∂Fm+i

∂yj
, ∂Fm+i

∂xj
= −∂Fi

∂yj

These are called the Cauchy-Riemann equations. In the next lemma, we discuss

how these equations connect the canonical complex structure and the holomor-

phic condition.
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Lemma 1. Let f : U
open

⊆ Cn → Cm be of classC1 onU . Then f is holomorphic

on U if and only if ∀ p ∈ U the differential of F at p satisfies

jm ◦ (F )∗p = (F )∗p ◦ jn

Proof. Let J(F )(p) be the Jacobian matrix of F at p ∈ U , i.e.

J(F )(p) =

(
∂Fi

∂xj
(p) ∂Fi

∂yj
(p)

∂Fm+i

∂xj
(p) ∂Fm+i

∂yj
(p)

)
i=1,...,m, j=1,...,n

By Definition 2, f is holomorphic at p if

∂fi
∂zj

(p) = 0 ∀ i, j ⇐⇒

⇐⇒ ∂Fi
∂xj

(p) =
∂Fm+i

∂yj
(p) ,

∂Fm+i

∂xj
(p) = −∂Fi

∂yj
(p) ∀ i, j

⇐⇒

(
0 −Im
Im 0

)
J(F )(p) = J(F )(p)

(
0 −In
In 0

)
⇐⇒ jm ◦ (F )∗p = (F )∗p ◦ jn

Remark 1. It is straightforward from Lemma 1 that the sum and composition of

holomorphic functions is holomorphic (for the latter, use the real chain rule).

Introduce the holomorphic Wirtinger operators

∂
∂zi

:= 1
2

(
∂
∂xi
−
√
−1 ∂

∂yi

)
which act on f = (f1, . . . , fm) as

∂fi
∂zj

= 1
2

(
∂Fi

∂xj
+ ∂Fm+i

∂yj
+
√
−1(∂Fm+i

∂xj
− ∂Fi

∂yj
)
)

We define the complex Jacobian of f at p to be the matrix

JC(f)(p) :=
(
∂fi
∂zj

(p)
)

Here is a crucial relation between a holomorphic map and its real counterpart.
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Lemma 2. Let f : U
open

⊆ Cn → Cn be holomorphic. Then ∀ p ∈ U

det(J(F )(p)) = |det(JC(f)(p))|2C

where | · |C denotes the complex modulus.

Proof. Adding
√
−1-times the bottom blocks to the top and using the Cauchy-

Riemann equations, we get

det(J(F )) = det

(
∂Fi

∂xj
+
√
−1∂Fm+i

∂xj
−∂Fm+i

∂xj
+
√
−1∂Fi

∂xj

∂Fm+i

∂xj
∂Fi

∂xj

)

Then adding−
√
−1-times the left blocks to the right yields

det(J(F )) = det

(
∂Fi

∂xj
+
√
−1∂Fm+i

∂xj
0

∗ ∂Fi

∂xj
−
√
−1∂Fm+i

∂xj

)
Now, since f is holomorphic, by the Cauchy-Riemann equations

∂fi
∂zj

=
1

2

(
∂Fi
∂xj

+
∂Fi
∂xj

+
√
−1(∂Fm+i

∂xj
+
∂Fm+i

∂xj
)

)
=

=
∂Fi
∂xj

+
√
−1∂Fm+i

∂xj

Consequently, we compute

det(J(F )) = det

(
JC(f) 0

∗ JC(f)

)
=

= det (JC(f)) det
(
JC(f)

)
=

= det (JC(f)) det (JC(f)) = |det(JC(f))|2C

Using Lemma 2, many results valid in the real setting can be proven in the

complex one. In order to address them, we need to study the main properties of

the Wirtinger operators.
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Lemma 3. Let f, g ∈ C1(U). Then

• ∂f
∂zi

= ∂f
∂zi

, ∂f
∂zi

= ∂f
∂zi

• ∂αf+βg
∂zi

= α ∂f
∂zi

+ β ∂g
∂zi

, ∂αf+βg
∂zi

= α ∂f
∂zi

+ β ∂g
∂zi

∀ α, β ∈ C

• ∂fg
∂zi

= ∂f
∂zi
g + f ∂g

∂zi
, ∂fg

∂zi
= ∂f

∂zi
g + f ∂g

∂zi

If f, g are of class C1 on open subsets of Cn and g ◦ f exists, then

• ∂(g◦f)i
∂zj

=
∑
k

( ∂gi
∂zk
◦ f)∂fk

∂zj
+ ( ∂gi

∂zk
◦ f)∂fk

∂zj

∂(g◦f)i
∂zj

=
∑
k

( ∂gi
∂zk
◦ f)∂fk

∂zj
+ ( ∂gi

∂zk
◦ f)∂fk

∂zj

Proof. Straightforward computations from the properties of ∂
∂xi
, ∂
∂yi

.

As anticipated, here is a complex version of the Inverse Function Theorem.

Theorem 1 (Holomorphic IFT). Let U, V
open

⊆ Cn with 0 ∈ U . Suppose

f : U → V is holomorphic with det(JC(f)(0)) ̸= 0. Then f is bijective in (a

possibly smaller) neighborhood of 0 and f−1 is holomorphic.

Proof. By Lemma 2: det(J(F )(p)) ̸= 0, so we can apply the Inverse Function

Theorem to obtain a smooth inverse of F near 0, that is, f has a smooth inverse

near 0. For all i, j, by Lemma 3 we compute near 0

0 =
∂zi
∂zj

=
∂(f−1 ◦ f)i

∂zj
=

=
∑
k

(
∂(f−1)i
∂zk

◦ f)∂fk
∂zj

+ (
∂(f−1)i
∂zk

◦ f)∂fk
∂zj

=

=
∑
k

(
∂(f−1)i
∂zk

◦ f)∂fk
∂zj

where we used that f is holomorphic. Hence, near 0 the matrix product(
∂(f−1)i
∂zj

◦ f
)
JC(f)
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is zero, and since JC(f) is non-degenerate near 0 by continuity of the determinant,

we conclude that

∂(f−1)i
∂zj

= 0 ∀ i, j

so f−1 is holomorphic.

1.1.2 Manifolds setting

In the following, we identify Ck ∼= R2k via the R-linear isomorphism

(z1, . . . , zk)←→ (x1, y1, . . . , xk, yk)

where zi = xi +
√
−1 yi .

Definition 3 (Complexmanifold). LetM be a smoothmanifold. Assume there

exists an atlas U = {(Uα, ϕα)}α∈A ofM , where

ϕα : Uα → ϕα(Uα)
open

⊆ Cn

and ∀ α, β ∈ A with Uα ∩ Uβ ̸= ∅ : (Uα, ϕα), (Uβ, ϕβ) are holomorphically
compatible, i.e. the transition maps

ϕα ◦ ϕ−1
β : ϕβ(Uα ∩ Uβ)→ ϕα(Uα ∩ Uβ)

are holomorphic. Then,M is called a complex manifold of complex dimension n.

Let us establish some terminology related to Definition 3. The atlas U and the

charts (Uα, ϕα) are called holomorphic. The components zi of ϕ overCn are called

holomorphic coordinates.

As in the smooth case, a holomorphic atlas uniquely determines another holo-

morphic atlas that contains it and all its holomorphically compatible charts. This

kind of atlas is called a holomorphic structure on the manifold.
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Definition 4 (Holomorphicmapon a complexmanifold). Fix a holomorphic

atlas U = {(Uα, ϕα)}α∈A on a complex manifoldM . A map f : M → Cm is

called holomorphic if ∀ α ∈ A

f ◦ ϕ−1
α : ϕα(Uα)→ Cm is holomorphic

If N is another complex manifold and V = {(Vβ, ψβ)}β∈B is a holomorphic

atlas onN , a map g : M → N is called holomorphic if ∀ α ∈ A, ∀ β ∈ B

ψβ ◦ g ◦ ϕ−1
α

is holomorphic whenever it is defined (i.e. when g(Uα) ⊆ Vβ) .

The following observations stem from Definition 4 in a manner analogous to

the case of smooth maps on a smooth manifold.

Remark 2. i) The concepts introduced in Definition 4 are inherently local and

independent of the choice of holomorphic atlas within a fixed holomorphic struc-

ture.

ii) By definition, any coordinate system derived from a holomorphic chart is, in

particular, a holomorphic map on the manifold.

iii) The composition of holomorphic maps is a holomorphic map.

iv) It is always possible to choose a holomorphic chart ϕ around a point p that is

centered at that point, i.e. ϕ(p) = 0 (just apply a translation).
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1.2 Complexification

Useful information about a smooth manifold can be obtained by pairing it with

linear-algebraic structures, such as the tangent space, the tangent and cotangent

bundles, etc.

The same is true for complex manifolds. In this section, we extend to the complex

setting, in a natural way, the linear-algebraic structures associated to a smooth

manifold.

1.2.1 Linear setting

We begin in the easier context of linear algebra, exploring the concept of "linear"

complexification. We will always deal with vector spaces of finite dimension.

Lemma 4 (Complexification of a vector space). Let V be a real vector space.

The following real vector spaces equipped with their respective products on C:

• V ⊕ V , (x+
√
−1 y)(v, w) := (xv − yw, yv + xw)

• V ⊗R C , λ(v ⊗ z) := v ⊗ λz

are complex vector spaces. Moreover, there exists a unique C-isomorphism

ϕV : V ⊕ V → V ⊗R C such that the below diagram commutes:

V

V ⊕ V V ⊗R CϕV

where the arrows from V are the standard embeddings

V → V ⊕ V : v 7→ (v, 0) , V → V ⊗R C : v 7→ v ⊗ 1

Up to isomorphism, the complexification of V is defined as the above complex

vector space and it is referred to as VC.
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Proof. It is a routine check from the definition that the above-defined products

give a complex vector space structure to the underlying space.

Furthermore, assuming ϕV exists, we compute by C-linearity and commutativity

of the diagram

ϕV (v, w) = ϕV ((v, 0) +
√
−1(w, 0)) =

= ϕV (v, 0) +
√
−1ϕV (w, 0) =

= v ⊗ 1 +
√
−1(w ⊗ 1) =

= v ⊗ 1 + w ⊗
√
−1

which means ϕV is unique. Now define ϕV by

ϕV (v, w) := v ⊗ 1 + w ⊗
√
−1

Clearly, ϕV makes the diagram commute, and it isR-linear by the identities of the
tensor product of vectors. To see that it is actually C-linear, we compute

ϕV (
√
−1(v, w)) = ϕV (−w, v) =

= −w ⊗ 1 + v ⊗
√
−1 =

=
√
−1(w ⊗

√
−1 + v ⊗ 1) =

=
√
−1ϕV (v, w)

Finally, we construct the inverse of ϕV . Consider the R-bilinear map

V × C→ V ⊕ V : (v, z) 7→ z(v, 0)

By the universal property of the tensor product there is a unique R-linear map

φV : V ⊗R C→ V ⊕ V such that ∀ (v, z) ∈ V × C

φV (v ⊗ z) = z(v, 0)

In particular φV is C-linear since

φV (
√
−1(v ⊗ z)) = φV (v ⊗

√
−1z) =

=
√
−1z(v, 0) =

√
−1φV (v ⊗ z)
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and it satisfies

· (φV ◦ ϕV )(v, w) = φV (v ⊗ 1 + w ⊗
√
−1) =

= (v, 0) +
√
−1(w, 0) = (v, w)

· (ϕV ◦ φV )(v ⊗ z) = ϕV (z(v, 0)) =

= z(v ⊗ 1) = v ⊗ z

which implies ϕ−1
V = φV .

Remark 3 (Complex decomposition). We observed in Lemma 4 that ∀ v ∈ V
√
−1 (v, 0) = (0, v)

In particular, any z ∈ VC admits a (unique) decomposition as v+
√
−1 w. We call

Re(z) := v, Im(z) := w the real and imaginary part of z, respectively.

Lemma 5 (Basis for the complexification). Let V be a real vector space, and

{ej}j be a R-basis for V . Then {ej ⊗ 1}j ≡ {(ej, 0)}j is a C-basis for VC. In
particular dimC(VC) = dimR(V ).

Proof. Pick (v, w) ∈ VC. Denote by vi, wi ∈ R the components of v, w with

respect to {ej}j . By Remark 3

(v, w) = (v, 0) +
√
−1(w, 0) =

=
∑
i

vi(ei, 0) +
√
−1
∑
i

wi(ei, 0) =
∑
i

(vi +
√
−1wi)(ei, 0)

so (v, w) ∈ spanC({ej}j). Moreover, if
∑
i

zi(ei, 0) = (0, 0) for some zi ∈ C, the

already done computation yields

(0, 0) = (
∑
i

Re(zi)ei,
∑
i

Im(zi)ei)

thus by linear independence of {ej}j : Re(zi) = Im(zi) = 0 for all i, that is,

{(ej, 0)}j is linearly independent.
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Lemma 6 (Complexification of a linear map). Let f : V → W be a R-linear
homomorphism between real vector spaces. There is a unique C-linear map

g : V ⊕ V → W ⊕W such that the following diagram commutes:

V W

V ⊕ V W ⊕W

f

g

where the vertical maps are the standard embeddings. Moreover, the following

diagram also commutes:

V ⊕ V W ⊕W

V ⊗R C W ⊗R C

g

ϕV ϕW

f⊗IdC

Up to natural isomorphisms, the complexification of f is defined as the above map

and it is referred to as fC : VC → WC.

Proof. First, assume that such g exists. By Remark 3 and commutativity of the first

diagram, ∀ v, w ∈ V

g(v, w) = g(v, 0) +
√
−1g(w, 0) =

= (f(v, 0)) +
√
−1(f(w, 0)) = (f(v), f(w))

which means g is unique. Now define g by

g(v, w) = (f(v), f(w))

Since f is R-linear, the same holds for g. Moreover, g clearly makes the first dia-

gram commutative. In addition, g is C-linear: indeed

g(
√
−1(v, w)) = g(−w, v) = (f(−w), f(v)) =

= (−f(w), f(v)) =
√
−1(f(v), f(w)) =

√
−1g(v, w)
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and finally, we compute ∀ v, w ∈ V

(f ⊗ IdC ◦ ϕV )(v, w) = f ⊗ IdC(v ⊗ 1 + w ⊗
√
−1) =

= f(v)⊗ 1 + f(w)⊗
√
−1 =

= ϕW (f(v), f(w)) = (ϕW ◦ g)(v, w)

that is, g makes the second diagram commute.

The uniqueness statement in Lemma 6 can be used to easily prove some prop-

erties of the complexification on linear maps.

Corollary 1 (Functorial properties of the complexification). Let U, V, W
be real vector spaces.

1. (IdV )C = IdVC .

2. If f : U → V, g : V → W are R-linear maps, then (g ◦ f)C = gC ◦ fC .

In particular, if f is aR-isomorphism then fC is aC-isomorphism and (fC)−1 =

(f−1)C .

Proof. 1. Let ι : V → VC be the standard embedding. Since IdVC is aC-linear map

such that

IdVC ◦ ι = ι ◦ IdV

by Lemma 6 (uniqueness): (IdV )C = IdVC .

2. Denote by ιU , ιV , ιW the standard embeddings ofU, V, W into their complex-

ification. Since gC ◦ fC is a C-linear map such that

(gC ◦ fC) ◦ ιU = gC ◦ (ιV ◦ f) = ιW ◦ (g ◦ f)

by Lemma 6 (uniqueness): (g ◦ f)C = gC ◦ fC .

The last claim follows from combining 1. , 2. and Lemma 6 (uniqueness).
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Lemma 7 (Complexification of the dual). Let V be a real vector space. Con-

sider the complex vector space HomR(V, C), where addition and scalar multi-

plication are defined point-wise. There are C-linear isomorphisms

ψ : HomC(VC, C)→ HomR(V, C)

F 7−→ F ( · , 0)

Ψ: HomR(V, C)→ (HomR(V, R))C
f 7−→ (Re(f), Im(f))

In particular, (VC)∗ ∼= (V ∗)C.

Proof. We first deal with ψ. ∀ F,G ∈ HomC(VC, C), ∀ λ, µ ∈ C one has ∀ v ∈ V

ψ(λF + µG)(v) = (λF + µG)(v, 0) =

= λF (v, 0) + µG(v, 0) = (λψ(F ) + µψ(G))(v)

which implies that ψ is C-linear. To prove its injectivity pick F ∈ Ker(ψ), and by

Remark 3 and C-linearity of F one sees ∀v, w ∈ V

F (v, w) = F (v, 0) +
√
−1F (w, 0) = ψ(F )(v) +

√
−1ψ(F )(w) = 0

that is, F = 0. Finally, if f ∈ HomR(V, C), consider the map

F : VC → C : (v, w) 7→ f(v) +
√
−1f(w)

Notice that F is R-linear, since ∀ u, v, w, z ∈ V , ∀ a, b ∈ R, the R-linearity of f
gives

F (a(u, v) + b(w, z)) = F (au+ bw, av + bz) =

= f(au+ bw) +
√
−1f(av + bz) =

= af(u) + bf(w) +
√
−1(af(v) + bf(z)) =

= a(f(u) +
√
−1f(v)) + b(f(w) +

√
−1f(z)) =

= aF (u, v) + bF (w, z)

17



and in particular it is C-linear because ∀ v, w ∈ V

F (
√
−1(v, w)) = F (−w, v) =

= f(−w) +
√
−1f(v) = −f(w) +

√
−1f(v) =

=
√
−1(f(v) +

√
−1f(w)) =

√
−1F (v, w)

By construction: ψ(F ) = f , so ψ is surjective.

Secondly, we deal withΨ. If f, g ∈ HomR(V, C) and a, b ∈ R, we compute

·Ψ(af + bg) = (Re(af + bg), Im(af + bg)) =

= (aRe(f) + bRe(g), aIm(f) + bIm(g)) =

= a(Re(f), Im(f)) + b(Re(g), Im(g)) =

= aΨ(f) + bΨ(g)

·Ψ(
√
−1f) = ((Re(

√
−1f), Im(

√
−1f)) =

= (−Im(f),Re(f)) =

=
√
−1(Re(f), Im(f)) =

√
−1Ψ(f)

which implies thatΨ is C-linear. Injectivity follows readily from the definition of

Ψ. Moreover, from the previous point and using Lemma 5

dimC(HomR(V, C)) = dimC(HomC(VC, C)) =

= dimC(VC) = dimR(V ) =

= dimR(HomR(V, R)) = dimC(HomR(V, R))C

Hence Ψ is also surjective. We conclude the proof by observing that Ψ ◦ ψ is an

isomorphism between (VC)
∗ and (V ∗)C.

With the next result, we generalize Lemma 7 to a broader class of objects. For

the sake of notation, we identify in the natural way

V ∼= ι(V ) , (VC)
m ∼= (V m)C

18



Proposition 1 (Complexification of forms). Let V be a real vector space. For

allm ∈ N≥2, there exists a C-linear isomorphism

MultC((VC)m, C) ∼= (MultR(V m, R))C

defined by

F
Φ7−→ (Re(F |Vm), Im(F |Vm))

In particular, Φ restricts to a C-linear isomorphism∧m
C (VC)

∼= (
∧m

R (V ))C

Proof. Analogous computations such as those of Lemma 7 show thatΦ isC-linear.
To prove that Φ is injective, we first note that for any F ∈ MultC((VC)m, C) one
has ∀ (v1, . . . , vm) ∈ (VC)

m

F (v1, . . . , vm) =
m∑
j=0

(
√
−1)jA(Re(v)m−j, Im(v)j)

where the coefficients A(Re(v)m−j, Im(v)j) are the sums of the evaluations of F

on the vectors ofV mmade ofm−j real parts and j imaginary parts, each extracted

from one of the vectors v1, . . . , vm. Hence, since if F ∈ Ker(Φ)

F |Vm = 0

we see thatF = 0 andΦ is injective. Surjectivity follows fromLemma 5, observing

dimC(MultC((VC)m, C)) = (dimC(VC))
m =

= (dimR(V ))m =

= dimR(MultR(V m, R)) =

= dimC((MultR(V m, R))C)

Moreover, for any F ∈ MultC((VC)m, C) it holds

F is alternating ⇐⇒ Re(F ), Im(F ) are alternating
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so one has Φ(
∧m

C (VC)) ⊆ (
∧m

R (V ))C. The equality follows by Lemma 5 again:

dimC

(
m∧

C(VC)

)
=

(
dimC(VC)

m

)
=

=

(
dimR(V )

m

)
=

= dimR

(
m∧

R(V )

)
= dimC

(
(
m∧

R(V ))C

)

Remark 4. The same construction as that of Proposition 1 allow us to identify a

complex-linear tensor over VC of any type with the complexification of a (unique)

tensor over V of the same type.

Let p, q ∈ N. We can define a sort of complexified wedge product

∧C : (
∧p

R V )C × (
∧q

R V )C →
(∧(p+q)

R V
)
C

by "extending the realwedge product∧R byC-bilinearity". That is, forω ∈ (
∧p

R V )C
and η ∈ (

∧q
R V )C , we set

Re(ω ∧C η) := Re(ω) ∧R Re(η)− Im(ω) ∧R Im(η)

Im(ω ∧C η) := Re(ω) ∧R Im(η) + Im(ω) ∧R Re(η)

Then ∧C coincides with ∧R on (
∧p

R V )× (
∧q

R V ), it is

associative, anticommutative, distributive

because these properties hold for ∧R, and by the R-homogeneity of ∧R and the

complex vector space structure introduced in Lemma 4

∧C is C-homogeneous

Moreover, ∧C corresponds to the usual wedge product ∧ on the exterior algebra∧∗
C(VC), under the isomorphism in Proposition 1. Indeed, for F ∈

∧p
C(VC), G ∈∧q

C(VC) , since
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(F ∧G)|V p+q = F |V p ∧G|V q

we compute

Φ(F ∧G) =
(
Re((F ∧G)

∣∣
V p+q), Im((F ∧G)

∣∣
V p+q)

)
=

=
(
Re(F

∣∣
V p ∧G

∣∣
V q), Im(F

∣∣
V p ∧G

∣∣
V q)
)
=

= (Re(F
∣∣
V p) ∧R Re(G

∣∣
V q)− Im(F

∣∣
V p) ∧R Im(G

∣∣
V q),

Re(F
∣∣
V p) ∧R Im(G

∣∣
V q) + Im(F

∣∣
V p) ∧R Re(G

∣∣
V q)) =

= Φ(F ) ∧C Φ(G)

where we used that ∧ = ∧R on the real forms on a real vector subspace of VC.

With abuse of notation, we denote ∧C and ∧R simply by ∧.

Remark 5. We can "complexify" the tensor product of tensors and the trace of

tensors with the same procedure, and they will correspond to the tensor product

on and trace in the tensor algebra of the complexified space.

1.2.2 Vector bundles setting

In this subsection, our aim is to complexify the canonical vector bundles associ-

ated with a manifold. The crucial step will be the construction of a suitable vector

bundle structure to employ the theory developed in Subsection 1.2.1.

Here,M denotes a smooth manifold andK ∈ {R, C} .

Definition 5 (Trivializing chart). Let E π→ M be a K-vector bundle. A local

chart (U, ϕ) ofM is called trivializing if there exists a trivializationφ of the bundle

defined on π−1(U).

We denote a trivializing chart by (U, ϕ, φ). An atlas ofM is said to trivialize

a bundle if each of its charts is trivializing.

Remark 6. Starting from an atlas, one can always obtain a trivializing atlas (just

choose around each point a chart and a trivializing neighborhood and take the

intersection).
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Definition 6 (Transitionmap). LetE π→M be aK-vector bundle of rank r. If

two trivializing charts (Uα, ϕα, φα), (Uβ, ϕβ, φβ) overlap (i.e. Uα ∩ Uβ ̸= ∅),
the composition

φα ◦ φ−1
β : (Uα ∩ Uβ)×Kr → (Uα ∩ Uβ)×Kr

is smooth. It follows from the definition of trivializations that there exists a

smooth map gαβ : Uα ∩ Uβ → GL(r, K) such that

(φα ◦ φ−1
β )(p, v) = (p, gαβ(p)v) ∀ p ∈ Uα ∩ Uβ, ∀ v ∈ Kr

The map gαβ is called a transition map.

Trivializing charts and transition maps actually determine the vector bundle

structure, as we see in the next result.

Proposition 2 (Bundle through trivializations and transitionmaps). LetE
be a set, and π : E →M a surjective map. If there exist an atlasA = {(Uα, ϕα)}
ofM and bijections φα : π−1(Uα)→ Uα ×Kr such that

(a) π1 ◦ φα = π, where π1 is the projection onto the first factor

(b) for all overlapping charts (Uα, ϕα), (Uβ, ϕβ) there exists a smooth map

gαβ : Uα ∩ Uβ → GL(r, K) such that

(φα ◦ φ−1
β )(p, v) = (p, gαβ(p)v) ∀ p ∈ Uα ∩ Uβ, ∀ v ∈ Kr

then E π→ M admits a unique structure of K-vector bundle of rank r such that

the φα are trivializations.

Proof. See [AT11], Proposition 3.1.7.

For any p ∈M , let πp be the projection of {p} × Rr onto Rr .
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Proposition 3 (Complexification of a vector bundle). Let E π→ M a real

vector bundle or rank r. Denote Ep := π−1(p), p ∈M . The set

EC :=
⊔
p∈M

(Ep)C

together with the map

πC : EC →M : πC(x) := p if x ∈ (Ep)C

admits a unique structure of complex vector bundle of rank r overM such that

the property (P) is satisfied ∀ p ∈M :

(P) "Let (U, ϕ, φ) be a trivializing chart around p for E. Consider the map

φC : (πC)
−1(U)→ U × Cr

defined as follows: for any q ∈ U , if (v, w) ∈ (Eq)C

φC(v, w) := (q, (πq ◦ φ)(v) +
√
−1(πq ◦ φ)(w))

Then (U, ϕ, φC) is a trivializing chart around p forEC (which is called the com-

plexification of (U, ϕ, φ)) ."

The vector bundle EC
πC→M is called the complexification of E π→M .

Proof. Let (U, ϕ, φ) be a trivializing chart and let (U, ϕ, φC) be its complexifica-

tion. Since

(πC)
−1(U) =

⊔
p∈U

(Ep)C , U × Cr =
⊔
p∈U

({p} × Cr)

to prove that φC is bijective it suffices to show that ∀ q ∈ U

φC|(Eq)C
: (Eq)C → {q} × Cr

is bijective. But this is true because φC|(Eq)C
= Θ ◦ (φ|Eq

)C , where

(φ
∣∣
Eq
)C : (Eq)C → ({q} × Rr)C :

(v, w) 7→ ((q, (πq ◦ φ)(v)), (q, (πq ◦ φ)(w)))
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is bijective by Corollary 1 and

Θ: ({q} × Rr)C → {q} × Cr : ((q, a), (q, b)) 7→ (q, a+
√
−1b)

is also bijective. Moreover

• by construction of πC and φC , ∀ x ∈ EC

πC(x) = p = (π1 ◦ φC)(x)

where x ∈ (Ep)C

• if (V, ψ, η) is a trivializing chart which overlaps with (U, ϕ, φ) and g is a

transition map between the two charts, ∀ p ∈ U ∩ V and ∀ v ∈ Cr

(φC ◦ η−1
C )(p, v) = φC((η

−1 ◦ π−1
p )(Re(v)), (η−1 ◦ π−1

p )(Im(v))) =

= (p, (πp ◦ φ ◦ η−1 ◦ π−1
p )(Re(v)) +

+
√
−1(πp ◦ φ ◦ η−1 ◦ π−1

p )(Im(v))) =

= (p, g(p)Re(v) +
√
−1g(p)Im(v))

that is, denoting with ι : GL(r, R)→ GL(r, C) the inclusion, the smooth

map gC := ι ◦ g : U ∩ V → GL(r, C) satisfies

(φC ◦ η−1
C )(p, v) = (p, gC(p)v)

The claim follows immediately from Proposition 2, picking the atlas ofM made

of all its trivializing charts (within the differentiable structure onM ).

Remark 7. Let (U, ϕ, φ) be a trivializing chart. Up to proper identification with
the isomorphism Θ introduced in Proposition 3, we see that φC acts on the fibers

(Ep)C as the complexification of φ introduced in Lemma 6.

We can finally fulfill the goal established in this subsection.
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Example 1 (Complexified bundles for a manifold). The following complex

vector bundles arise from Proposition 3 applied to the canonical vector bundles

associated toM :

1. the complexified tangent bundle TCM := (TM)C

2. the complexified cotangent bundle T ∗
CM := (T ∗M)C

3. the complexified k-forms bundle
∧k

CM := (
∧kM)C

4. the complexified (k, l)-tensors bundle T (k,l)
C M := (T (k,l)M)C

The sections of TCM , T ∗
CM ,

∧k
CM , T (k,l)

C M are called complex vector fields, com-

plex 1-forms (or complex covector fields), complex k-forms, complex (k, l)-tensors. We

denote the complex vector spaces of smooth such sections by

χC(M) , Ω1
C(M) , Ωk

C(M) , T (k,l)
C (M)

By Remark 3, any of such sections Z admits a unique decomposition

Z = Re(Z) +
√
−1 Im(Z)

where Re(Z), Im(Z) are sections of the real vector bundle associated to the con-

sidered one. In particular

Z is smooth ⇐⇒ Re(Z), Im(Z) are smooth

In this discussion, we will focus exclusively on smooth sections and refer to

them simply as sections.
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1.3 Almost complex structures

We introduced the canonical complex structure on the Euclidean space, which acts

as the multiplication by
√
−1 through the identification Ck ≡ R2k. This concept

can be naturally extended to any finite-dimensional real vector space of even di-

mension (see [Huy05]).

Nevertheless, we work directly in the setting of smooth manifolds.

Definition 7 (Almost complex structure). An almost complex structure on a

smooth manifoldM is an endomorphism J : TM → TM such that J2 = −Id ,
i.e. a smooth map such that ∀ p ∈M

Jp : TpM → TpM is R-linear and satisfies J2
p = −Id

The couple (M, J) is called an almost complex manifold.

Being a vector bundle endomorphism, an almost complex structure can be

naturally paired with the (1, 1)-tensor

J̃ : Ω1M × χ(M)→ C∞(M) : (ω, Y ) 7→ ω(JY )

such that J̃(ω, JY ) = −ω(Y ) . With abuse of notation, we denote J̃ by J .

Remark 8. The dimension of an almost complex manifold has to be even: any

endomorphism of an odd-dimensional real vector space has a real eigenvalue (by

the intermediate value theorem), so it could not square to -1.

As the name suggests, a complex manifold is in particular an almost complex

manifold in a natural way.

Example 2 (Natural complex structure). Let M be a complex manifold and

choose holomorphic coordinates zi = xi +
√
−1 yi on an open U . Setting

JU(
∂
∂xi

) := ∂
∂yi
, JU(

∂
∂yi

) := − ∂
∂xi
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gives rise to an almost complex structure JU on U . It extends to a well-defined

almost complex structure J on M . Indeed, on two overlapping charts (U, ϕ),

(V, ψ), for all p ∈ U ∩ V : Lemma 1 results into

jn ◦ ϕ∗p ◦ (ψ∗p)
−1 = jn ◦ (ϕ ◦ ψ−1)∗ψ(p) =

= (ϕ ◦ ψ−1)∗ψ(p) ◦ jn = ϕ∗p ◦ (ψ∗p)
−1 ◦ jn

while by definition

ϕ∗p ◦ JU(p) ◦ (ϕ∗p)
−1 = jn = ψ∗p ◦ JV (p) ◦ (ψ∗p)

−1

Hence ϕ∗p ◦ JU(p) ◦ (ψ∗p)
−1 = ϕ∗p ◦ JV (p) ◦ (ψ∗p)

−1 , and JU(p) = JV (p). J is

called the natural complex structure onM .

When dealing with a complex manifold, we always assume that it is equipped

with its natural complex structure, unless otherwise stated.

It is natural to ask whether the presence of an almost complex structure on a

smooth manifold can grant the existence of a holomorphic atlas.

Definition 8 (Integrability). An almost complex structure on a smooth mani-

fold is called integrable, or simply complex structure, if it arises from holomorphic

charts.

A deep result of Newlander andNirenberg (see [NN57]) states that the integra-

bility condition can be expressed in analytic terms as follows.

Theorem 2. An almost complex structure J on a smooth manifoldM is inte-

grable if and only if its Nijenhuis tensor

NJ(X, Y ) := [X, Y ] + J [X, JY ] + J [JX, Y ]− [JX, JY ] , X, Y ∈ χ(M)

vanishes.
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1.4 The complex exterior algebra

In this section, we dig into the richness of the complex environment, discussing

how the structure of complex manifold influences the linear-algebraic structures

associated with the underlying space.M will denote a complex manifold of com-

plex dimension n.

Pick holomorphic coordinates zi = xi +
√
−1 yi. A local frame for TM is

given by

{ ∂
∂x1
, ∂
∂y1
, . . . , ∂

∂xn
, ∂
∂yn
}

By Lemma 5, the latter is also a local complex frame for TCM . Hence, a new local

complex frame for TCM is

{ ∂
∂z1
, . . . , ∂

∂zn
, ∂
∂z1
, . . . , ∂

∂zn
}

where

∂
∂zi

:= 1
2
( ∂
∂xi
−
√
−1 ∂

∂yi
) , ∂

∂zi
:= 1

2
( ∂
∂xi

+
√
−1 ∂

∂yi
)

These complex vector fields are called the holomorphic coordinate vector fields and

anti-holomorphic coordinate vector fields, respectively. Furthermore, a local complex

frame for T ∗
CM is given by

{dz1, . . . , dzn, dz1, . . . , dzn}

where

dzi = dxi +
√
−1 dyi , dzi = dxi −

√
−1 dyi

since these are the 1-forms dual to ∂
∂zi
, ∂
∂zi

respectively. These complex 1-forms

are called the holomorphic coordinate covector fields and the anti-holomorphic coor-

dinate covector fields, respectively.
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1.4.1 Splitting of complex vector fields

The complex structure J can be fiberwise complexified using Lemma 6, obtaining

an endomorphism JC of TCM that satisfies (see Corollary 1)

(JC)
2 = (J2)C = (−IdTM)C = −IdTCM

With abuse of notation, we denote JC by J . Let p ∈ M . If T 1,0
p M, T 0,1

p M are the
√
−1 and −

√
−1 eigenspaces for Jp , ∀ i = 1, . . . , n

∂
∂zi

∣∣
p
∈ T 1,0

p M , ∂
∂zi

∣∣
p
∈ T 0,1

p M

It follows by the dimensional equation that locally

T 1,0M = spanC(
∂
∂zi

) , T 0,1M = spanC(
∂
∂zi

)

and one has the pointwise splitting

TCM = T 1,0M ⊕ T 0,1M

T 1,0M, T 0,1M are called the holomorphic tangent bundle and the anti-holomorphic

tangent bundle respectively. The splitting of TCM induces the splitting of complex

vector fields

χC(M) = χ1,0(M)⊕ χ0,1(M)

where χ1,0(M), χ0,1(M) are the complex vector spaces of sections of T 1,0M ,

T 0,1M respectively. They are called the spaces of holomorphic vector fields and of

anti-holomorphic vector fields.

1.4.2 Splitting of complex covector fields

Take J∗ : T ∗
CM → T ∗

CM the dual endomorphism of J , defined in q ∈M by

(J∗)q(ωq)(Xq) = ωq(JqXq)

With abuse of notation, we denote J∗ by J . Let p ∈ M and let
∧1,0
p M,

∧0,1
p M

be the
√
−1 and −

√
−1 eigenspaces for Jp . By duality, ∀ i = 1, . . . , n
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dzi|p ∈
∧1,0
p M , dzi

∣∣
p
∈
∧0,1
p M

Thus, as in the previous case, one has the pointwise splitting

T ∗
CM =

∧1,0M ⊕
∧0,1M∧1,0M,

∧0,1M are called the holomorphic cotangent bundle and the anti-holomorphic

cotangent bundle respectively. The splitting of T ∗
CM induces the splitting of com-

plex covector fields

Ω1
C(M) = Ω1,0(M)⊕ Ω0,1(M)

where Ω1,0(M), Ω0,1(M) are the complex vector spaces of sections of
∧1,0M ,∧0,1M respectively. We call them the spaces of holomorphic covector fields and of

anti-holomorphic covector fields.

1.4.3 Splitting of complex forms

Fix k ≥ 2. Let x ∈M . A C-basis of (
∧k

CM)x isdz
i1
∣∣
x
∧ · · · ∧ dzip

∣∣
x
∧ dzj1

∣∣
x
∧ · · · ∧ dzjq

∣∣
x
: p+ q = k,

1 ≤ i1 < · · · < ip ≤ n, 1 ≤ j1 < · · · < jq ≤ n


We define for (p, q) ̸= (0, 0)

∧p,q
x M := spanC

ωi1 ∧ · · · ∧ ωip ∧ ηj1 ∧ · · · ∧ ηjq :
ωir ∈

1,0∧
M ∀ r, ηjs ∈

0,1∧
M ∀ s


which has the C-basisdz

i1
∣∣
x
∧ · · · ∧ dzip

∣∣
x
∧ dzj1

∣∣
x
∧ · · · ∧ dzjq

∣∣
x
:

1 ≤ i1 < · · · < ip ≤ n, 1 ≤ j1 < · · · < jq ≤ n


Hence, we have the pointwise splitting∧k

CM =
⊕

p+q=k

∧p,qM
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We call
∧p,qM the (p, q)-forms bundle, and (p, q) is called bigrading (or type). The

splitting of
∧k

CM induces the splitting of complex forms

Ωk
C(M) =

⊕
p+q=k

Ωp,q(M)

whereΩp,q(M) is the complex vector space of sections of
∧p,qM , called the space

of (p, q)-forms.

1.4.4 Splitting of the exterior derivative

Using Lemma 6, we can define a complexified exterior derivative

dC : Ω
k
CM → Ωk+1

C M , k = 0, . . . , 2n− 1

by "extending the real exterior derivative d by C-linearity". Explicitly, dC is given

on ω ∈ Ωk
CM by

dCω = dRe(ω) +
√
−1dIm(ω)

Then dC coincides with d on real forms and it is C-linear, by Lemma 6. It satisfies

(dC)
2 = 0 because d2 = 0; furthermore, if ω ∈ Ωk

CM, η ∈ Ωl
CM

dC(ω ∧ η) = d(Re(ω) ∧ Re(η)− Im(ω) ∧ Im(η)) +

+
√
−1d(Re(ω) ∧ Im(η) + Im(ω) ∧ Re(η)) =

= dRe(ω) ∧ Re(η) + (−1)k Re(ω) ∧ dRe(η) +

− dIm(ω) ∧ Im(η)− (−1)k Im(ω) ∧ dIm(η) +

+
√
−1(dRe(ω) ∧ Im(η) + (−1)k Re(ω) ∧ dIm(η) +

+ dIm(ω) ∧ Re(η) + (−1)k Im(ω) ∧ dRe(η)) =

= dCω ∧ η + (−1)k ω ∧ dCη

which means that dC satisfies the Leibniz rule. With abuse of notation, we denote

dC simply by d.
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Let p, q ∈ N and consider the projections on the summand

Πp+1,q : Ωp+q+1
C M → Ωp+1,qM

Πp,q+1 : Ωp+q+1
C M → Ωp,q+1M

The splitting of complex forms induces on each bigrading the splitting of the ex-

terior derivative

d = ∂ + ∂

where for all p, q ∈ N, we define the Dolbeault operators

∂ := Πp+1,q ◦ d : Ωp,qM → Ωp+1,qM

∂ := Πp,q+1 ◦ d : Ωp,qM → Ωp,q+1M

Due to the properties of d and the splitting of complex forms, it follows readily

that both ∂, ∂ are C-linear and satisfy the Leibniz rule. Furthermore

0 = d2 = ∂2 + ∂
2
+ ∂∂ + ∂∂

Thus, since ∂2, ∂
2
, ∂∂ + ∂∂ take values in different bigradings, we have

∂2 = 0 , ∂
2
= 0 , ∂∂ + ∂∂ = 0

Remark 9. By different bigrading: d = 0 ⇐⇒ ∂ = ∂ = 0.

1.4.5 Splitting in local coordinates

For our purposes, it is useful to compute objects such as the exterior derivative in

local coordinates. When dealingwith a complexmanifold, an effective choice often

turns out to be to pick holomorphic coordinates in order to exploit the complex

structure and its properties, such as the splittings studied so far.

In this subsection, we discuss some examples of these computations, for which

we pick holomorphic coordinates zi = xi +
√
−1 yi.
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Example 3. For f : M → C smooth, we have

df = dRe(f) +
√
−1dIm(f) =

=
∑
i

∂Re(f)
∂xi

dxi +
∂Re(f)
∂yi

dyi+

+
√
−1
∑
i

∂Im(f)

∂xi
dxi +

∂Im(f)

∂yi
dyi =

=
∑
i

(
∂Re(f)
∂zi

+
∂Re(f)
∂zi

)
(dzi + dzi)

2
+

+
√
−1(∂Re(f)

∂zi
− ∂Re(f)

∂zi
)
−
√
−1(dzi − dzi)

2
)+

+
√
−1
∑
i

(
∂Im(f)

∂zi
+
∂Im(f)

∂zi
)
(dzi + dzi)

2
+

+
√
−1(∂Im(f)

∂zi
− ∂Im(f)

∂zi
)
−
√
−1(dzi − dzi)

2
) =

=
∑
i

∂f

∂zi
dzi +

∑
i

∂f

∂zi
dzi

Moreover, by definition of ∂, ∂

∂f =
∑
j

∂f
∂zj

dzj , ∂f =
∑
j

∂f
∂zj

dzj

Example 4. Let α ∈ Ωp,qM . To ensure notational clarity, in the following we use

the multi-index convention

∂

∂zI
:=

(
∂

∂zi1
, . . . ,

∂

∂zip

)
,

∂

∂zJ
:=

(
∂

∂zj1
, . . . ,

∂

∂zjq

)
dzI := dzi1 ∧ · · · ∧ dzip , dzJ := dzj1 ∧ · · · ∧ dzjq

for any I, J strictly-ordered multi-indices over {1, . . . , n}, of length p, q respec-
tively. As observed, α admits a local decomposition

α =
∑

|J |=p,|K|=q
αJK dzJ ∧ dzK
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where αJK : M → C are the smooth functions α( ∂
∂zI
, ∂
∂zJ

) . Since

d(dzi) = d(dxi) +
√
−1d(dyi) = 0

d(dzi) = d(dxi)−
√
−1d(dyi) = 0

one gets applying the Leibniz rule

dα =
∑

|J |=p, |K|=q

dαJK ∧ dzJ ∧ dzK =

=
∑

|J |=p, |K|=q

(
∑
i

∂αJK
∂zi

dzi +
∂αJK
∂zi

dzi) ∧ dzJ ∧ dzK =

=
∑

|J |=p, |K|=q, i

∂αJK
∂zi

dzi ∧ dzJ ∧ dzK+

+
∑

|J |=p, |K|=q, i

∂αJK
∂zi

dzi ∧ dzJ ∧ dzK

and again by definition of ∂, ∂

∂α =
∑

|J |=p, |K|=q, i

∂αJK
∂zi

dzi ∧ dzJ ∧ dzK

∂α =
∑

|J |=p, |K|=q, i

∂αJK
∂zi

dzi ∧ dzJ ∧ dzK

Throughout this work, the following special kind of (1, 1)-forms will play a

crucial role.

Example 5. Let f : M → R be smooth and consider the (1, 1)-form
√
−1∂∂f .

By different bigrading, the conditions d(dzi) = d(dzi) = 0 imply

∂(dzi) = ∂(dzi) = ∂(dzi) = ∂(dzi) = 0

Hence, we compute

√
−1∂∂f =

√
−1∂

(∑
i

∂f

∂zi
dzi

)
=
√
−1
∑
i, j

∂2f

∂zj∂zi
dzj ∧ dzi
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An important detail regarding the kind of form exhibited in Example 5 is that

it is actually a real form. The computation done may not highlight this fact, so we

introduce a new concept in order to prove it.

For the remainder of this subsection, letX ∈ {TCM, T ∗
CM,

∧k
CM, T

(a,b)
C M} .

Definition 9 (Conjugation). The conjugation ofX is theC-antilinear automor-

phism C ofX defined for p ∈M by

Cp(Vp) := Re(Vp)−
√
−1Im(Vp)

C induces naturally a C-antilinear automorphism on the space of (smooth) sec-

tions ofX , also called conjugation and denoted by C, as follows:

C(ω) := Re(ω)−
√
−1Im(ω)

To simplify the notation, we denote C(ω) by ω. The following properties arise
readily from Definition 9.

Lemma 8 (Properties of conjugation). Let ω, η be sections ofX .

1. ω = ω ⇐⇒ Im(ω) = 0 , ω = −ω ⇐⇒ Re(ω) = 0

If ω, η are complex forms onM

2. ω ∧ η = ω ∧ η

3. ∂ω = ∂ω

Proof. The first claim holds because

2
√
−1Im(ω) = ω − ω , 2Re(ω) = ω + ω

For the second claim, we compute
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ω ∧ η = Re(ω) ∧ Re(η)− Im(ω) ∧ Im(η) +

+
√
−1(Re(ω) ∧ Im(η) + Im(ω) ∧ Re(η)) =

= Re(ω) ∧ Re(η)− Im(ω) ∧ Im(η) +

−
√
−1(Re(ω) ∧ Im(η) + Im(ω) ∧ Re(η)) =

= Re(ω) ∧ Re(η)− (−Im(ω)) ∧ (−Im(η)) +

+
√
−1(Re(ω) ∧ (−Im(η)) + (−Im(ω)) ∧ Re(η)) =

= ω ∧ η

For the third claim, pick holomorphic coordinates z1, . . . , zn. We first consider

the case where ω = f : M → C is a smooth function. By Example 3 and the

second claim

∂f =
∑
j

∂f
∂zj

dzj =
∑
j

∂f
∂zj

dzj

Notice that for all i: by definition

dzi = dzi

and we compute

∂f

∂zi
=

1

2
(
∂

∂xi
−
√
−1 ∂

∂yi
)(Re(f)−

√
−1Im(f)) =

=
1

2

(
∂Re(f)
∂xi

− ∂Im(f)

∂yi
−
√
−1(∂Im(f)

∂xi
+
∂Re(f)
∂yi

)

)
=

=
1

2

(
∂Re(f)
∂xi

− ∂Im(f)

∂yi
+
√
−1(∂Im(f)

∂xi
+
∂Re(f)
∂yi

)

)
=

=
1

2
(
∂

∂xi
+
√
−1 ∂

∂yi
)(Re(f) +

√
−1 Im(f)) =

∂f

∂zi

Thus, by Example 3 we conclude

∂f = ∂f

Now consider ω a (p, q)-form onM . Notice that by the second claim
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ω =
∑

|J |=p, |K|=q
ωJK dzJ ∧ dzK =

∑
|J |=p, |K|=q

ωJK dzJ ∧ dzK

so that ω is a (q, p)-form. By Example 4, the second claim and the the previous

case one has

∂ω =
∑

|J |=p, |K|=q

∂ωJK ∧ dzJ ∧ dzK =

=
∑

|J |=p, |K|=q

∂ωJK ∧ dzJ ∧ dzK =

=
∑

|J |=p, |K|=q

∂ωJK ∧ dzJ ∧ dzK = ∂ω

Finally, for any complex form ω, the third claim holds by the splitting in bigraded

forms and linearity of ∂, ∂, C .

Using Lemma 8, we can show easily that for f : M → R smooth:
√
−1∂∂f is

a real form. Indeed, since f is real, the third point of Lemma 8 yields

√
−1∂∂f =

√
−1 ∂∂f =

= −
√
−1 ∂∂f =

= −
√
−1 ∂∂f =

√
−1∂∂f

which by the first point of Lemma 8 means Im(
√
−1∂∂f) = 0.
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Chapter 2

Kähler manifolds

Here, M always denotes a complex manifold of complex dimension n and J its

natural complex structure.

2.1 Hermitian metrics

In this section, we begin our journey into the intersection between complex ge-

ometry and Riemannian geometry. Our goal is to analyze the interplay between

the two objects that represent these branches, that is, a complex structure and a

Riemannian metric.

Definition 10 (Hermitian metric). A Riemannian metric g onM is called

Hermitian if for allX, Y real vector fields

g(JX, JY ) = g(X, Y )

The triple (M, J, g) is called a Hermitian manifold.

The following object, which arises naturally from a Hermitian metric, will be

the main focus of this section.
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Definition 11 (Fundamental form). Let g be aHermitianmetric onM . Setting

ω(X, Y ) := g(JX, Y ) , X, Y real vector fields

gives a real 2-form onM . Indeed, ω isC∞(M)-bilinear because of theC∞(M)-

bilinearity of g and theC∞(M)-linearity of J . Moreover, for allX, Y real vector

fields one has

ω(Y, X) = g(JY, X) = −g(JY, J2X) = −g(JX, Y ) = −ω(X, Y )

so that ω is skew-symmetric. ω is called the fundamental form of g.

We readily see from Definition 11 that the fundamental form ω satisfies the

three following properties:

• ω is positive definite, in the sense that for anyX ̸= 0 real vector field

ω(X, JX) > 0

This holds because ω(X, JX) = g(JX, JX) and g is positive definite.

• ω is non-degenerate, in the sense that ∀ p ∈M : if forXp ∈ TpM

ωp(Xp, Yp) = 0 ∀ Yp ∈ TpM

thenXp = 0. This holds because for any p ∈ M , ifXp ∈ TpM satisfies the

condition, then

gp(Xp, Xp) = gp(JpXp, JpXp) = ω(Xp, JpXp) = 0

soXp = 0 because g is everywhere non-degenerate.

• ω preserves J , since for allX, Y real vector fields

ω(JX, JY ) = g(J2X, JY ) = g(JX, Y ) = ω(X, Y )
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Remark 10. If ω is a real 2-form onM that satisfies the above three properties,

then setting

g(X, Y ) := ω(X, JY ) , X, Y real vector fields

defines a Hermitian metric onM with fundamental form ω.

Consider a Hermitian metric g with fundamental form ω. Using Proposition

1 and Remark 4, we can "extend g and ω by C-bilinearity". Explicitly, for X, Y
complex vector fields, the complexifications gC, ωC are given by

gC(X, Y ) = g(Re(X), Re(Y ))− g(Im(X), Im(Y )) +

+
√
−1 (g(Re(X), Im(Y )) + g(Im(X), Re(Y )))

ωC(X, Y ) = ω(Re(X), Re(Y ))− ω(Im(X), Im(Y )) +

+
√
−1 (ω(Re(X), Im(Y )) + ω(Im(X), Re(Y )))

Then Proposition 1, Remark 4 and the properties of g, ω result in the following:

• gC, ωC coincide with g, ω on real vector fields;

• gC, ωC are C∞(M, C)-bilinear and preserve J ;

• gC is symmetric and ωC is skew-symmetric;

• ωC(X, Y ) = gC(JX, Y ) for allX, Y complex vector fields.

With abuse of notation, we denote gC by g and ωC by ω.

Lemma 9. g satisfies the following relations:

1. ∀ Z ∈ χC(M)∖ {0} : g(Z, Z) is a real positive function

2. ∀ Z, W ∈ χC(M) : g(Z, W ) = g(Z, W )

3. ∀X, Y ∈ χ1,0(M), ∀ U, V ∈ χ0,1(M) : g(X, Y ) = g(U, V ) = 0
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Proof. For the first claim, just notice that for any complex vector field Z

g(Z, Z) := g(Re(Z), Re(Z))− g(Im(Z), −Im(Z)) +

+
√
−1 (g(Re(Z), −Im(Z)) + g(Im(Z), Re(Z))) =

= g(Re(Z), Re(Z)) + g(Im(Z), Im(Z))

which is positive whenever Z ̸= 0, because g is positive definite on real vector

fields. For the second claim, compute

g(Z, W ) := g(Re(Z), Re(W ))− g(−Im(Z), −Im(W )) +

+
√
−1 (g(Re(Z), −Im(W )) + g(−Im(Z), Re(W ))) =

= g(Re(Z), Re(W ))− g(Im(Z), Im(W )) +

−
√
−1 (g(Re(Z), Im(W )) + g(Im(Z), Re(W ))) =

= g(Z, W )

For the third claim, ifX, Y are holomorphic vector fields then

g(X, Y ) = g(JX, JY ) = g(
√
−1X,

√
−1Y ) = −g(X, Y )

Thus, g(X, Y ) = 0. This relation also holds for anti-holomorphic vector fields,

by the second claim.

Pick holomorphic coordinates z1, . . . , zn. By Lemma 9 (3.), if we set

gjk := g( ∂
∂zj
, ∂
∂zk

)

then gjk = gkj by symmetry and g admits the local decomposition

g =
∑
j,k

gjk (dz
j ⊗ dzk + dzk ⊗ dzj)

Moreover, g can be pointwisely represented by the symmetric matrix of order 2n

(g) :=

(
0 (gjk)

(gjk)
T 0

)
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Let us further analyze the matrix (gjk), which has order n. By the symmetry

of g and Lemma 9 (2.), one also has for all j, k

gjk = g(
∂

∂zj
,
∂

∂zk
) =

= g(
∂

∂zj
,
∂

∂zk
) =

= g(
∂

∂zk
,
∂

∂zj
) = gkj

which means that (gjk) is a Hermitian matrix. For a complex vector fieldX , let

[X]Z :=

[
X1,0

X0,1

]

be the 2n-column vector of its components with respect to the local frame

Z :=
(
∂
∂zi
, ∂
∂zj

)
i,j=1,...,n

where X1,0, X0,1 are the n-column vectors of the components of the (1, 0) and

(0, 1) parts ofX . For allX, Y complex vector fields, we have at each point

g(X, Y ) = [X]TZ (g) [Y ]Z =

=
(
X1,0

)T
(gjk) Y

0,1 +
(
X0,1

)T
(gjk)

T Y 1,0

In particular, since for any anti-holomorphic vector fieldX

[X]Z :=

[
0

X0,1

]
and

[
X
]
Z :=

[
X0,1

0

]

it holds by Lemma 9 (1.)(
X0,1

)T
(gjk)X

0,1 = g(X, X) > 0

which implies that (gjk) is positive definite at each point.
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The matrix representation of g clearly yields(
det(gjk)

)2
= det(gC) = det(gR)

where the latter holds because gC coincides with gR on real vector fields. Conse-

quently, we can write (
det(gjk)

)2
= det(g)

with no risk of misunderstanding.

Due to the connection between g and ω, the matrix (gjk) is useful to compute

the fundamental form. Indeed, by Lemma 9 (3.) see that for all i, j

ω(
∂

∂zi
,
∂

∂zj
) =
√
−1g( ∂

∂zi
,
∂

∂zj
) = 0

ω(
∂

∂zi
,
∂

∂zj
) = −

√
−1g( ∂

∂zi
,
∂

∂zj
) = 0

so ω admits the local decomposition

ω =
∑
j,k

ω( ∂
∂zj
, ∂
∂zk

) dzj ∧ dzk =
√
−1
∑
j,k

gjk dz
j ∧ dzk

We notice that ω is a (1, 1)-form, and being (gjk) Hermitian gives

ω = −
√
−1
∑
j,k

gjk dz
j ∧ dzk =

√
−1
∑
j,k

gkj dz
k ∧ dzj = ω

so by Lemma 8: ω is a real form.

Remark 11. Sometimes, it is useful to consider a normalized local expression for

the fundamental form ω:

ω =
√
−1
2

∑
j,k

gjk dz
j ∧ dzk
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2.2 Kähler metrics

This section is devoted to present themain type of object we deal with in this work.

Its importance lies in the richness of its geometry: a first example can be found in

Proposition 4 below.

Definition 12 (Kähler metric). A Hermitian metric g onM is called Kähler if

its fundamental form is d-closed, i.e.

dω = 0

In this case, ω is called the Kähler form of g and the couple (M, g) (equivalently

the couple (M, ω), by Remark 10) is called a Kähler manifold.

We refer to the condition dω = 0 as theKähler condition. Although it is a global

condition, during computations it is useful to apply its local equivalent, which is

our next result.

Lemma 10 (Kähler metrics in local coordinates). Pick holomorphic coordi-

nates z1, . . . , zn. Then

dω = 0 ⇐⇒ ∂gjk
∂zi

=
∂gik
∂zj

∀ i, j, k ⇐⇒ ∂gjk
∂zi

=
∂gji
∂zk

∀ i, j, k

Proof. Since ω is real, by Lemma 8

∂ω = ∂ω = ∂ω

which implies together with Remark 9

dω = 0 ⇐⇒ ∂ω = 0 ⇐⇒ ∂ω = 0
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From Example 4 we have

· ∂ω =
√
−1
∑
i,j,k

∂gjk
∂zi

dzi ∧ dzj ∧ dzk =

=
√
−1

∑
i<j, k

(
∂gjk
∂zi
− ∂gik
∂zj

) dzi ∧ dzj ∧ dzk

· ∂ω =
√
−1
∑
i,j,k

∂gjk
∂zi

dzi ∧ dzj ∧ dzk =

= −
√
−1

∑
j, i<k

(
∂gjk
∂zi
−
∂gji
∂zk

) dzj ∧ dzi ∧ dzk

Hence, the ∂-closure and ∂-closure of ω translate respectively into

·
∂gjk
∂zi
− ∂gik
∂zj

= 0 ∀ i < j, k

·
∂gjk
∂zi
−
∂gji
∂zk

= 0 ∀ j, i < k

The claim holds for all i, j, k because of the symmetry of the conditions
∂gjk
∂zi

=
∂gik
∂zj

with respect to i, j and
∂gjk
∂zi

=
∂gji
∂zk

with respect to i, k.

The following is one of the key concepts introduced by Erich Kähler in his

seminal paper [Käh32], where he demonstrated their importance in simplifying

the local geometry of Kähler manifolds.

Proposition 4 (Normal coordinates). Let g be a Kähler metric onM . Around

any point p ∈M , there are holomorphic coordinates z1, . . . , zn such that ∀ j, k

gjk(p) = δjk , ∀ i : ∂gjk
∂zi

(p) =
∂gjk
∂zi

(p) = 0

where δjk = 0 if j ̸= k and δjk = 1 if j = k (called normal coordinates at p).

Proof. First, note that it suffices to show that there exist holomorphic coordinates

z1, . . . , zn centered at p such that the local expression of the fundamental form ω

with respect to these is
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ω =
√
−1
∑
j,k

(δjk +O(|z|2)) dzj ∧ dzk

where O(|z|2) denotes terms which are at least quadratic in zi, zi. Indeed, this

condition is equivalent by uniqueness of components to

gjk = δjk +O(|z|2)

Assume the latter is satisfied: then for all i
∂gjk
∂zi

= O(|z|) , ∂gjk
∂zi

= O(|z|)

where O(|z|) denotes terms which are at least linear in zi, zi. The claim then

follows from the chart being centered at p. We proceed by steps.

(i) Pick any holomorphic coordinates system v1, . . . , vn centered at p and de-

note by gv
jk
the components of the metric with respect to these coordinates. Since

(gv
jk
(p)) is a Hermitian matrix of dimension n, by the Spectral Theorem there ex-

ists U ∈ U(n) such that

U∗ (gv
jk
(p)) U = diag(λ1, . . . , λn)

where λl ∈ R are the eigenvalues of (gv
jk
(p)), and λl > 0 for all l because (gv

jk
(p))

is positive definite. Hence, there exists C ∈ GLn(C) such that

C∗ (gv
jk
(p)) C = In

where In is the identity matrix. Therefore one computes(
0 C

C 0

)T

(gv(p))

(
0 C

C 0

)
=

=

(
0 CT

C∗ 0

)
(gv(p))

(
0 C

C 0

)
=

(
0 In

In 0

)

(ii) We can define new holomorphic coordinatesw1, . . . , wn by pointwise ap-

plying a C-linear isomorphism to the frame

V := { ∂
∂v1
, . . . , ∂

∂vn
, ∂
∂v1
, . . . , ∂

∂vn
}
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becauseC-linear maps on the complex space are holomorphic, linear maps can be

naturally identified with their differential at any point, and we can retrieve the real

coordinates from the complex ones by

ar := wr+wr

2
, br := wr−wr

2
√
−1

Being C invertible, such C-linear isomorphism can be given by[
∂

∂wj

]
V
=

(
0 C

C 0

)[
∂

∂vj

]
V[

∂

∂wk

]
V
=

(
0 C

C 0

)[
∂

∂vk

]
V

The new chart is still centered at p, by linearity. Denote by gw
jk
the components of

the metric with respect toW . We compute

gw
jk
(p) = gp(

∂

∂wj

∣∣∣∣
p

,
∂

∂wk

∣∣∣∣
p

) =

=

[
∂

∂wj

∣∣∣∣
p

]T
V

(gv(p))

[
∂

∂wk

∣∣∣∣
p

]
V

=

=

[
∂

∂vj

∣∣∣∣
p

]T
V

(
0 C

C 0

)T

(gv(p))

(
0 C

C 0

)[
∂

∂vk

∣∣∣∣
p

]
V

=

=

[
∂

∂vj

∣∣∣∣
p

]T
V

(
0 In

In 0

)[
∂

∂vk

∣∣∣∣
p

]
V

=

=

[
∂

∂vj

∣∣∣∣
p

]T
V

[
∂

∂vk

∣∣∣∣
p

]
V

= δjk

Therefore, Taylor’s approximation yields

gw
jk

= δjk +
∑
i

ajki w
i +
∑
i

a′jki w
i +O(|w|2)

where ajki, a′jki ∈ C for all i, j, k. In particular, the chart being centered at p

implies that for all l
∂gw

jk

∂wl
(p) = ajkl ,

∂gw
jk

∂wl
(p) = a′jkl
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and Lemma 10 reads ajkl = alkj, a
′
jkl = a′jlk . Furthermore, by Lemma 9

∂gw
kj

∂wi =
∂gw

jk

∂wi =
∂gw

jk

∂wi

so akji = a′jki . Also notice that ajki = aikj = a′kij .

(iii) Finally, define a holomorphic map ϕ = (z1, . . . , zn) by

zk := wk + 1
2

∑
j,i

ajki w
j wi

Notice ϕ(p) = 0. For all k, l one finds

∂zk

∂wl
= δkl +

∑
j,i

ajki w
j δil =⇒ ∂zk

∂wl
(p) = δkl

so det( ∂z
k

∂wl (p)) ̸= 0. The chart is centered at p, so ϕ defines a holomorphic chart

by the Holomorphic Inverse Function Theorem (up to choosing a smaller neigh-

borhood of p). Differentiation and conjugation give

dzk = dwk +
∑
j,i

ajki w
j dwi , dzk = dwk +

∑
j,i

a′kij w
j dwi

Consequently, it holds up to term of order at least two

√
−1
∑
k

dzk ∧ dzk =

=
√
−1
∑
k

(dwk ∧ dwk +
∑
j,i

(ajki w
j dwi) ∧ dwk+

+ dwk ∧
∑
j,i

a′kij w
j dwi) =

=
√
−1 (

∑
j,k

δjk dw
j ∧ dwk +

∑
j,k

(
∑
i

ajki w
i) dwj ∧ dwk+

+
∑
j,k

(
∑
i

a′jki w
i) dwj ∧ dwk) =

=
√
−1
∑
j,k

gw
jk
dwj ∧ dwk = ω

that is, gz
jk

= δjk +O(|z|2).
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Remark 12. The possibility of finding around a point holomorphic coordinates

centered at that point such that with respect to these

gjk = δjk +O(|z|2)

is referred to as "the metric g osculates in the origin to order two to the standard metric".

In Proposition 4 we showed that

g osculates

Kähler condition ∃ normal coordinates

This diagram can be closed so that the properties are equivalent, i.e. the existence

of normal coordinates implies the metric is Kähler. Indeed, let p ∈ M and pick

normal coordinates z1, . . . , zn at p. Then

∂gjk
∂zi

(p) = 0 =
∂gik
∂zj

(p)

and we can apply Lemma 10.

In addition to their geometricmeaning, normal coordinates are a powerful tool

to simplify computations. We will use them extensively throughout this work for

this purpose.

An immediate application can be found in the next property. By Lemma 2,M

admits a natural orientation: choose the holomorphic structure as the atlas that

gives positive orientation.

If g is a Kählermetric onM , we can describe the volume form of gwith respect

to the natural orientation ofM in terms of the Kähler form. More precisely:

Proposition 5. Let (M, g, ω) be a connected Kähler manifold. Then ωn

n!
is the

volume form of g with respect to the natural orientation ofM , where ωn is the

wedge product of ω with itself n-times.

Proof. Pick normal coordinates zi = xi +
√
−1yi at p ∈M . Then det(g(p)) = 1

and the volume form of g at p is given by
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volg(p) =
∧
i

dxi|p ∧ dyi|p

Notice that for all i

dxi ∧ dyi =
√
−1
2
dzi ∧ dzi

which implies

volg(p) = (
√
−1
2

)n
∧
i

dzi|p ∧ dzi
∣∣
p

On the other hand (see Remark 11), in normal coordinates

ωp =
√
−1
2

∑
i

dzi|p ∧ dzi
∣∣
p

Hence, by the Multinomial Theorem

ωnp = (

√
−1
2

)n
∑

k1+···+kn=n

n!

k1! . . . kn!

∧
i

(dzi
∣∣
p
∧ dzi

∣∣
p
)ki =

= (

√
−1
2

)n n!
∧
i

dzi
∣∣
p
∧ dzi

∣∣
p
= n! volg(p)

where we used that (dzi|p ∧ dzi
∣∣
p
)ki = 0 whenever ki ≥ 2.

Remark 13. We could apply theMultinomial Theorem in Proposition 5 because∧
is commutative on 2-forms. We can also use it to compute (in normal coordinates

at p) for 1 ≤ a ≤ n

ωa = (

√
−1
2

)a
∑

k1+···+kn=a

a!

k1! . . . kn!

m∧
i=1

(dzi
∣∣
p
∧ dzi

∣∣
p
)ki =

= (

√
−1
2

)a a!
∑

r1<···<ra

a∧
i=1

dzri
∣∣
p
∧ dzri

∣∣
p
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2.3 Intrinsic geometry of Kähler manifolds

Throughout this section, we explore the more geometric side of Hermitian and

Kähler manifolds, focusing on developing the complex version of the tools that

describe the intrinsic geometry of a Riemannian manifold in the real case.

Weneed the following preliminary construction. We can "extend the Lie bracket

[·, ·] by C-bilinearity": that is, forX, Y complex vector fields, we set

[X, Y ]C := [Re(X), Re(Y )]− [Im(X), Im(Y )] +

+
√
−1 ([Re(X), Im(Y )] + [Im(X), Re(Y )])

Then [·, ·]C coincides with [·, ·] on real vector fields, it is C-bilinear and skew-

symmetric. For U, V, W complex vector fields, we compute explicitly

· Re([U, [V, W ]C]C) = [Re(U), [Re(V ), Re(W )]]− [Re(U), [Im(V ), Im(W )]]+

− [Im(U), [Re(V ), Im(W )]]− [Im(U), [Im(V ), Re(W )]]

· Im([U, [V, W ]C]C) = [Im(U), [Re(V ), Re(W )]]− [Im(U), [Im(V ), Im(W )]]+

+ [Re(U), [Re(V ), Im(W )]] + [Re(U), [Im(V ), Re(W )]]

from which we deduce that [·, ·]C satisfies the Jacobi identity. Furthermore, let

f : M → R be smooth. We compute forX, Y complex vector fields

· Re([X, fY ]C) = [Re(X), fRe(Y )]− [Im(X), f Im(Y )] =

= Re(X)(f)Re(Y ) + f [Re(X), Re(Y )]+

− Im(X)(f)Im(Y )− f [Im(X), Im(Y )] =

= Re(X(f)Y + f [X, Y ]C)

· Im([X, fY ]C) = [Re(X), f Im(Y )] + [Im(X), fRe(Y )] =

= Re(X)(f)Im(Y ) + f [Re(X), Im(Y )]+

+ Im(X)(f)Re(Y ) + f [Im(X), Re(Y )] =

= Im(X(f)Y + f [X, Y ]C)
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which means [X, fY ]C = X(f)Y + f [X, Y ]C . Then, for g : M → C smooth

[X, gY ]C = [X, Re(g)Y ]C +
√
−1[X, Im(g)Y ]C =

= X(Re(g))Y + Re(g)[X, Y ]C +

+
√
−1 (X(Im(g))Y + Im(g)[X, Y ]C) =

= X(g)Y + g[X, Y ]C

Moreover, it readily follows from the definition that

[X, Y ]C = [X, Y ]C

With abuse of notation, we denote [·, ·]C simply by [·, ·].

Lemma 11 (Schwarz). Pick z1, . . . , zn holomorphic coordinates. For all i, j

• [ ∂
∂zi
, ∂
∂zj

] = [ ∂
∂zi
, ∂
∂zj

] = [ ∂
∂zi
, ∂
∂zj

] = 0

• [ ∂
∂zi
, J ∂

∂zj
] = [ ∂

∂zi
, J ∂

∂zj
] = [ ∂

∂zi
, J ∂

∂zj
] = [J ∂

∂zi
, ∂
∂zj

] = 0

• [J ∂
∂zi
, J ∂

∂zj
] = [J ∂

∂zi
, J ∂

∂zj
] = [J ∂

∂zi
, J ∂

∂zj
] = 0

Proof. By Schwarz’s lemma

4[
∂

∂zk
,
∂

∂zj
] = [

∂

∂xk
,
∂

∂xj
]− [

∂

∂yk
,
∂

∂yj
]+

+
√
−1 ([ ∂

∂xk
,
∂

∂yj
] + [

∂

∂yk
,
∂

∂xj
]) = 0

The others relations of the first point are similar; the claim follows byC-bilinearity
of [·, ·] and the fact that holomorphic and anti-holomorphic coordinate vector

fields are eigenvectors for J .

The next result is deduced because the complexified exterior derivative and Lie

bracket satisfy the same formal properties of their real counterparts.
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Corollary 2. Let ω be a complex k-form. Then dω is given on complex vector

fieldsX1, . . . , Xk+1 by the formula

dω(X1, . . . , Xk+1) =

=
k+1∑
j=1

(−1)j+1 Xi(ω(X1, . . . , X̂i, . . . , Xk+1)) +

+
∑
i<j

(−1)i+j ω([Xi, Xj], X1, . . . , X̂i, . . . , X̂j, . . . , Xk+1)

2.3.1 The Levi-Civita connection and the Kähler condition

From now on, let g be a Hermitian metric onM with fundamental form ω. The

Levi-Civita connection ∇ of g can be "extended to the complex tensor algebra":

that is, forX complex vector field and T complex tensor, we set

∇C
XT := ∇Re(X)Re(T )−∇Im(X)Im(T ) +

+
√
−1
(
∇Re(X)Im(T ) +∇Im(X)Re(T )

)
Then∇C coincides with∇ on real vector fields and tensors. Since∇ is a connec-

tion, we have the following properties for∇C:

• ∇C isC∞(M, C)-linear on the first entry andC-linear on the second entry.

• (Leibniz rule) If f : M → R is smooth, we compute forX complex vector

field and T complex tensor

∇C
XfT = ∇Re(X)fRe(T )−∇Im(X)f Im(T ) +

+
√
−1
(
∇Re(X)f Im(T ) +∇Im(X)fRe(T )

)
=

= Re(X)(f)Re(T ) + f∇Re(X)Re(T ) +

− Im(X)(f)Im(T )− f∇Im(X)Im(T ) +

+
√
−1(Re(X)(f)Im(T ) + f∇Re(X)Im(T ) +

+ Im(X)(f)Re(T ) + f∇Im(X)Re(T )) = X(f)T + f∇C
XT
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Then, for g : M → C smooth we have

∇C
XgT = ∇C

XRe(g)T +
√
−1∇C

XIm(g)T =

= X(Re(g))T + Re(g)∇C
XT+

+
√
−1
(
X(Im(g))T + Im(g)∇C

XT
)
=

= X(g)T + g∇C
XT

• For g : M → C smooth

∇C
Xg = ∇Re(X)Re(g)−∇Im(X)Im(g) +

+
√
−1
(
∇Re(X)Im(g) +∇Im(X)Re(g)

)
= Re(X)(Re(g))− Im(X)(Im(g)) +

+
√
−1 (Re(X)(Im(g) + Im(X)(Re(g))) = X(g)

• (Leibniz rule) ForX real vector field and T, S complex tensors

∗ Re(∇C
XT ⊗ S) = ∇XRe(T ⊗ S) =

= (∇XRe(T ))⊗ Re(S) + Re(T )⊗ (∇XRe(S)) +

− (∇XIm(T ))⊗ Im(S)− Im(T )⊗ (∇XIm(S)) =

= Re((∇C
XT )⊗ S + T ⊗ (∇C

XS))

∗ Im(∇C
XT ⊗ S) = ∇XIm(T ⊗ S) =

= (∇XRe(T ))⊗ Im(S) + Re(T )⊗ (∇XIm(S)) +

+ (∇XIm(T ))⊗ Re(S) + Im(T )⊗ (∇XRe(S)) =

= Im((∇C
XT )⊗ S + T ⊗ (∇C

XS))

which means that

∇C
XT ⊗ S = (∇C

XT )⊗ S + T ⊗ (∇C
XS)
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Then, for Y complex vector field

∇C
Y T ⊗ S = ∇C

Re(Y )T ⊗ S +
√
−1∇C

Im(Y )T ⊗ S =

= (∇C
Re(Y )T )⊗ S + T ⊗ (∇C

Re(Y )S) +

+
√
−1((∇C

Im(Y )T )⊗ S + T ⊗ (∇C
Im(Y )S)) =

= (∇C
Y T )⊗ S + T ⊗ (∇C

Y S)

• Let tr be a contraction (k+1, l+1)→ (k, l). Then, forX complex vector

field and T a complex (k + 1, l + 1)-tensor

tr(∇C
XT ) = tr(∇Re(X)Re(T )−∇Im(X)Im(T )) +

+
√
−1tr(

(
∇Re(X)Im(T ) +∇Im(X)Re(T )

)
) =

= ∇Re(X)tr(Re(T ))−∇Im(X)tr(Im(T )) +

+
√
−1
(
∇Re(X)tr(Im(T )) +∇Im(X)tr(Re(T ))

)
) =

= ∇C
X tr(T )

From the properties described so far, it follows as in the real case that

• (P) for ω complex 1-form andX, Y complex vector fields

∇C
Xω(Y ) = (∇C

Xω)(Y ) + ω(∇C
XY )

• (E) for a complex (k, l)-tensor T , if X is a complex vector field, then for

any l complex vector fields Yi and k complex 1-forms ωj

(∇C
XT )(ω1, . . . , ωk, Y1, . . . , Yl) =

= X(T (ω1, . . . , ωk, Y1, . . . , Yl)) +

−
k∑
j=1

T (ω1, . . . ,∇C
Xωj, . . . , ωk, Y1, . . . , Yl) +

−
l∑

i=1

T (ω1, . . . , ωk, Y1, . . . ,∇C
XYi, . . . , Yl)

55



Furthermore, since∇ is, in particular, the Levi-Civita connection, we have the

following relations.

• (∇C is symmetric) ForX, Y complex vector fields

∇C
XY −∇C

YX = ∇Re(X)Re(Y )−∇Im(X)Im(Y ) +

−∇Re(Y )Re(X) +∇Im(Y )Im(X) +

+
√
−1 (∇Re(X)Im(Y ) +∇Im(X)Re(Y ) +

−∇Re(Y )Im(X) +∇Im(Y )Re(X)) =

= [Re(X), Re(Y )]− [Im(X), Im(Y )] +

+
√
−1 ([Re(X), Im(Y )] + [Im(X), Re(Y )]) =

= [X, Y ]

• (∇C is metric) ForX real vector field and Y, Z complex vector fields

∗ Re(∇C
Xg(Y, Z)) = ∇Xg(Re(Y ), Re(Z))−∇Xg(Im(Y ), Im(Z)) =

= g(∇XRe(Y ), Re(Z)) + g(Re(Y ), ∇XRe(Z)) +

− g(∇XIm(Y ), Im(Z))− g(Im(Y ), ∇XIm(Z)) =

= Re(g(∇C
XY, Z) + g(Y, ∇C

XZ))

∗ Im(∇C
Xg(Y, Z)) = ∇Xg(Re(Y ), Im(Z)) +∇Xg(Im(Y ), Re(Z)) =

= g(∇XRe(Y ), Im(Z)) + g(Re(Y ), ∇XIm(Z)) +

+ g(∇XIm(Y ), Re(Z)) + g(Im(Y ), ∇XRe(Z)) =

= Im(g(∇C
XY, Z) + g(Y, ∇C

XZ))

which means ∇C
Xg(Y, Z) = g(∇C

XY, Z) + g(Y, ∇C
XZ). But then forW

complex vector field

∇C
Wg(Y, Z) = ∇C

Re(W )g(Y, Z) +
√
−1∇C

Im(W )g(Y, Z) =

= g(∇C
Re(W )Y, Z) + g(Y, ∇C

Re(W )Z) +

+
√
−1(g(∇C

Im(W )Y, Z) + g(Y, ∇C
Im(W )Z)) =

= g(∇C
WY, Z)
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From these relations, it follows as in the real case the Koszul formula

g(∇C
XY, Z) =

1

2
(X(g(Y, Z)) + Y (g(Z, X))− Z(g(X, Y )) +

− g(X, [Y, Z]) + g(Y, [Z, X]) + g(Z, [X, Y ]))

where X, Y, Z are complex vector fields. Finally, it is clear from the definition

that forX complex vector field and T complex tensor

∇C
XT = ∇C

X
T

With abuse of notation, we denote ∇C with ∇. When dealing with a Hermitian

manifold, we always consider it equipped with its Levi-Civita connection.

We are now ready to analyze the strict interplay among the many structures

that we have introduced.

Proposition 6. For all X, Y, Z complex vector fields, the following identities

hold:

1) dω(X, Y, Z) = g((∇XJ)Y, Z) + g((∇Y J)Z,X) + g((∇ZJ)X, Y )

2) 2g((∇XJ)Y, Z) = dω(X, Y, Z)− dω(X, JY, JZ)

Proof. The claim regards tensorial identities, so it is sufficient to prove it for a local

frame, thanks to the local behavior of d, ∇. Moreover, by Lemma 11, it is sufficient

to prove the equations forX, Y, Z complex vector fields such that

X, Y, Z, JY, JZ all commute

Then, by Corollary 2 one has

a) dω(X, Y, Z) = X(ω(Y, Z)) + Y (ω(Z,X)) + Z(ω(X, Y ))

b) dω(X, JY, JZ) = X(ω(JY, JZ)) + JY (ω(JZ, X)) + JZ(ω(X, JY ))

On the other hand, for all U, V complex vector fields it holds

∇UJV = (∇UJ)V + J∇UV (J )
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Indeed, for all η complex 1-forms and U, V complex vector fields, by (E) and (P)

η((∇UJ)V ) = (∇UJ)(η, V ) =

=∇UJ(η, V )− J(η, ∇UV )− J(∇Uη, V ) =

=∇Uη(JV )− (∇Uη)JV − η(J∇UV ) =

= η(∇UJV )− η(J∇UV ) = η(∇UJV − J∇UV )

so (∇UJ)V = ∇UJV − J∇UV . Since ω is skew-symmetric and∇ is metric and

symmetric, one computes

X(ω(Y, Z))+Y (ω(Z,X)) + Z(ω(X, Y )) =

=∇Xg(JY, Z) +∇Y g(JZ, X) +∇Zg(JX, Y ) =

= g(∇XJY, Z) + ω(Y, ∇XZ) +

+ g(∇Y JZ, X) + ω(Z, ∇YX) +

+ g(∇ZJX, Y ) + ω(X, ∇ZY ) =

= g((∇XJ)Y, Z) + ω(∇XY, Z) + ω(Y, ∇XZ)+

+ g((∇Y J)Z, X) + ω(∇YZ, X) + ω(Z, ∇YX)+

+ g((∇ZJ)X, Y ) + ω(∇ZX, Y ) + ω(X, ∇ZY ) =

= g((∇XJ)Y, Z) + ω(∇XY, Z) + ω(Y, ∇ZX)+

+ g((∇Y J)Z, X) + ω(∇YZ, X) + ω(Z, ∇XY )+

+ g((∇ZJ)X, Y ) + ω(∇ZX, Y ) + ω(X, ∇YZ) =

= g((∇XJ)Y, Z) + g((∇Y J)Z,X) + g((∇ZJ)X, Y )

which proves 1) because of a). As for 2), observe that since g preserves J

g((∇XJ)Y, Z) = g(∇XJY, Z)− g(J(∇XY ), Z) =

= g(∇XJY, Z) + g((∇XY ), JZ)

By the Koszul formula we then get

2g(∇XJY, Z) =X(g(JY, Z)) + JY (g(Z,X))− Z(g(X, JY )) =

=Xω(Y, Z)− JY ω(JZ, X) + Zω(X, Y )
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and also

2g(∇XY, JZ) =X(g(Y, JZ)) + Y (g(JZ,X))− JZ(g(X, Y )) =

= −Xω(JY, JZ) + Y ω(Z, X)− JZω(X, JY )

Using b), we consequently have

2g((∇XJ)Y, Z) =Xω(Y, Z)− JY ω(JZ, X) + Zω(X, Y ) +

−Xω(JY, JZ) + Y ω(Z, X)− JZω(X, JY ) =

= dω(X, Y, Z)− dω(X, JY, JZ)

Corollary 3. g is Kähler if and only if J is parallel with respect to∇, i.e. ∇J = 0.

In this case, it holds for any complex vector fieldsX, Y

∇XJY = J∇XY

Proof. ” =⇒ ” By Proposition 6 (2)), one has for allX, Y, Z real vector fields

g((∇XJ)Y, Z) = 0

and since the real g is positive definite, it follows for allX, Y real vector fields

∇J(X, Y ) = (∇XJ)Y = 0

Due toC-linearity, we conclude that∇J = 0. In this case, from (J ) of Proposition

6 we have for all U, V complex vector fields

∇UJV = J∇UV

” ⇐= ” It is a direct application of 1) of Proposition 6.
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2.3.2 Curvature

Here, we define the objects related to the curvature of a Kähler manifold, using

the Levi-Civita connection of its metric. For our purposes, we focus on a local

description of such objects.

For the remainder of this section, assume g is Kähler. We adopt the following

notational convention: denote

∇ ∂

∂zi
≡ ∇i , ∇ ∂

∂zi
≡ ∇i ,

∂
∂zi
≡ ∂i ,

∂
∂zi
≡ ∂i

and let (gij) denote the transpose-inverse to (gij), i.e.∑
k

gikgjk = δij ,
∑
k

gkigkj = δij

Definition 13 (Christoffel’s symbols). From Corollary 3, one has

J∇j∂k = ∇jJ∂k =
√
−1∇j∂k

Hence,∇j∂k is a holomorphic vector field. The holomorphic Christoffel’s symbols

Γijk of the Levi-Civita connection onM are defined by

∇j∂k =
∑
i

Γijk ∂i

Similarly, since ∇j∂k is an anti-holomorphic vector field, the anti-holomorphic

Christoffel’s symbols Γi
jk
are defined by

∇j∂k =
∑
i

Γi
jk
∂i

Notice that the mixed terms∇a∂b, ∇a∂b have not been considered. They are

not relevant: as in Definition 13, for all j, k

· ∇j∂k is a holomorphic vector field

· ∇k∂j is an anti-holomorphic vector field

but Lemma 11 and the symmetry of ∇ yield ∇j∂k = ∇k∂j , so these equal 0 be-

cause of the splitting of complex vector fields.
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Remark 14. Since∇ preserves conjugation, we see that

Γi
jk

= Γijk

In particular,∇ is locally completely determined by Γijk. Furthermore, by Lemma

11 and the symmetry of∇ we have∇j∂k = ∇k∂j , which translates to

Γijk = Γikj and Γi
jk

= Γi
kj

It is clear from the definition that the Christoffel symbols are strictly related to

covariant derivation. The next examples highlight this fact.

Example 6. Fix i, j, k. Differentiate dzk(∂j) = δkj with respect to∇i to obtain

0 = ∇i(dz
k∂j) = (∇idz

k)∂j + dzk(∇i∂j) = (∇idz
k)∂j + Γkij

which means

(∇idz
k)∂j = −Γkij

On the other hand, since∇i∂j = 0 and∇idz
k(∂j) = 0, we deduce from above

(∇idz
k)∂j = 0

Thus,∇idz
k is a (1, 0)-form and it admits the local decomposition

∇idz
k = −

∑
j

Γkij dz
j

By conjugation,∇idz
k is a (0, 1)-form and it admits the local decomposition

∇idz
k = −

∑
j

Γk
ij
dzj

The mixed terms∇idz
k are 0: for all j

· ∇i∂j = 0
above
=⇒ (∇idz

k)∂j = 0

· dzk(∇i∂j) = 0
above
=⇒ (∇idz

k)∂j = 0

By conjugation,∇idz
k = 0.
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Example 7. Let
∑
i,j

aij dz
i ⊗ dzj be a tensor. By Example 6 and the Leibniz rule,

we compute for any p

·∇p(
∑
i,j

aij dz
i ⊗ dzj) =

=
∑
i,j

(∂p aij) dz
i ⊗ dzj + aij(∇p dz

i)⊗ dzj + aij dz
i ⊗ (∇p dz

j) =

=
∑
i,j

(∂p aij) dz
i ⊗ dzj − aij

(∑
l

Γipl dz
l

)
⊗ dzj =

=
∑
i,j

(∂p aij −
∑
l

Γlpi alj) dz
i ⊗ dzj

·∇p(
∑
i,j

aij dz
i ⊗ dzj) =

=
∑
i,j

(∂p aij) dz
i ⊗ dzj + aij(∇p dz

i)⊗ dzj + aij dz
i ⊗ (∇p dz

j) =

=
∑
i,j

(∂p aij) dz
i ⊗ dzj − aij dzi ⊗

(∑
l

Γj
pl
dzl

)
=

=
∑
i,j

(∂p aij −
∑
l

Γl
pj
ail) dz

i ⊗ dzj

Lemma 12. In terms of the coefficients gjk , the Christoffel symbols are given by

Γijk =
∑
l

gil∂jgkl

Proof. Since∇ is metric, for all p one has∇pg = 0. In holomorphic coordinates,

this reads by Example 7

0 = ∂p gjk −
∑
a

Γapj gak

Consequently ∑
l

gil∂jgkl =
∑
l,a

Γajk gal g
il =

∑
l,a

Γajk δia = Γijk
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In Riemannian geometry, one interpretation of the curvature tensor is themea-

sure of commutativity between covariant derivatives. In Kähler geometry, we

adapt this concept to the complex structure on the manifold.

Definition 14 (Curvature tensor). Using Corollary 3, we see that

(∇k∇l −∇l∇k)∂i is a holomorphic vector field

The (1, 3)-curvature tensor is defined in holomorphic coordinates by

(∇k∇l −∇l∇k)∂i =
∑
j

Ri
j
kl ∂j

Tobetter understand themeaning of the curvature tensor, let us find its relation

to the metric. Since we compute

(∇k∇l −∇l∇k)∂i = ∇k∇l ∂i −∇l∇k∂i =

= −∇l

(∑
j

Γjki ∂j

)
=

= −
∑
j

(
(∇lΓ

j
ki)∂j + Γjki∇l ∂j

)
= −

∑
j

∂l Γ
j
ki ∂j

by uniqueness of components, we can express the (1, 3)-curvature tensor in terms

of the Christoffel symbols as

Ri
j
kl = −∂l Γ

j
ki

Furthermore, by Lemma 12 and the Leibniz rule

Ri
j
kl = −

∑
q

∂l (g
jq∂k giq) =

= −
∑
q

(
(∂l g

jq)(∂k giq) + gjq∂l ∂k giq
)

Again, by the Leibniz rule

0 = ∂l (
∑
k

gkigkj) =
∑
k

(∂l g
ki)gkj + gki(∂l gkj)
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which leads to

∂l g
jq =

∑
k

(∂l g
kq)δjk =

=
∑
p,k

gjp(∂l g
kq)gkp = −

∑
p,k

gjp(∂l gkp)g
kq

Applying this to the previous expression, we can express the (1, 3)-curvature ten-

sor in terms of the coefficients gjk as

Ri
j
kl = −

∑
q

gjq∂l ∂k giq +
∑
p,r,q

grqgjp(∂k giq)(∂l grp) (R1)

Now consider the (0, 4)-curvature tensor, defined "lowering the second index of the

(1, 3)-curvature tensor through the metric": that is, in holomorphic coordinates

Rijkl :=
∑
t

gtj Ri
t
kl

Then (R1) becomes

Rijkl = ∂l ∂k gij +
∑
r,q

grq(∂k giq)(∂l grj) (R2)

Picking normal coordinates around p ∈M results into

Ri
j
kl(p) = Rijkl(p) = −(∂k ∂l gij)(p)

Hence, we deduce the following.

Remark 15 (Geometricmeaning of the curvature tensor). The curvature ten-
sor measures the obstruction, for the chosen holomorphic coordinates, to be nor-

mal coordinates (around a specific point).

By Remark 12, this indicates the deviation of the metric from the Euclidean

metric, up to second order, in the selected chart.
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Lemma 13 (Symmetries of the curvature tensor). The (0, 4)-curvature ten-
sor enjoys the following symmetries:

Rijkl = Rilkj = Rkjil = Rklij

Proof. For any i, j, k, l, by Lemma 10, Lemma 11 and (R2)

· Rijkl = ∂l ∂k gij +
∑
r,q

grq(∂k giq)(∂l grj) =

= ∂l ∂i gkj +
∑
r,q

grq(∂i gkq)(∂l grj) = Rkjil

· Rijkl = ∂l ∂k gij +
∑
r,q

grq(∂k giq)(∂l grj) =

= ∂j ∂i gkl +
∑
r,q

grq(∂i gkq)(∂j grl) = Rklij

The following objects play a crucial role in the study of Kähler manifolds, as

they encode not only geometric but also significant topological information about

the underlying space.

Definition 15 (Ricci curvature). The Ricci curvature is defined to be the con-

traction over the third and fourth indices of the (0, 4)-curvature tensor with the

metric tensor. That is, in holomorphic coordinates

Rij =
∑
k,l

gkl Rijkl

A characteristic fact regarding the Ricci curvature of a Kähler manifold is that,

unlike in the Riemannian case, its components can be expressed in a nice way as

functions depending only on the coefficient gjk.
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Lemma 14. In holomorphic coordinates it holds

Rij = −∂i ∂j log det(gpq)

Proof. For an invertible Hermitian matrix A = A(z), Jacobi’s formula states

∂i log det(A) = tr(A−1 ∂iA)

Consequently, by Lemma 11, Lemma 12, Lemma 13

−∂i ∂j log det(gpq) = −∂j
∑
p,q

(gpq∂i gpq) =

= −
∑
p

∂j Γ
p
ip =

=
∑
p

Rp
p
ij =

=
∑
p,l

gpl Rplij =

=
∑
p,l

gpl Rijpl = Rij

Definition 16 (Ricci form). The Ricci form Ric(ω) is the (1, 1)-form defined in

holomorphic coordinates by

Ric(ω) :=
√
−1 Rij dz

i ∧ dzj

Notice that by Lemma 14 and Example 5

Ric(ω) = −
√
−1 ∂∂ log det(gjk)

Then Ric(ω) is a closed form. Moreover, it is real since (gjk) is a positive definite

Hermitian matrix, so it defines a cohomology class in the De Rham cohomology of

M . Furthermore, if ωh, ωg are two Kähler forms onM

Ric(ωh)− Ric(ωg) = −
√
−1 ∂∂ log

det(hjk)
det(gjk)
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Since the determinant of the metric transforms under a change of holomorphic

coordinates by the formula

det(g′
jk
) = det(J−1)2 det(gjk)

where J is the complex Jacobian matrix of the change of coordinates,
det(hjk)
det(gjk)

is a

globally defined function. This means that

Ric(ωh)− Ric(ωg) is an exact form

and the two Ricci forms define the same cohomology class.

Definition 17 (First Chern class). The De Rham cohomology class

c1(M) := 1
2π

[Ric(ω)] ∈ H2(M, R)

uniquely determined by any Ricci form onM , is called the first Chern class.
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Chapter 3

Calabi’s conjecture

This chapter is devoted to present the solution proposed by S. T. Yau ([Yau77],

[Yau78]) of the Calabi conjecture [Cal54].

Throughout this chapter,M always denotes a compact, connectedKählerman-

ifold of complex dimensionm ≥ 2 with Kähler metric g and Kähler form ω.

3.1 Preliminary tools

In this section, we develop the necessary tools to address the resolution of Calabi’s

conjecture.

Lemma 15 (∂∂ lemma). If ϕ and η are two real (1, 1)-forms onM in the same

cohomology class, then there is a smooth map h : M → R such that

η = ϕ+
√
−1∂∂h

Proof. Sinceϕ, η are cohomologous 2-forms, there exists a real 1-formα such that

η = ϕ+ dα

In particular, since ϕ, η are (1, 1)-forms the same holds for dα. If we split α =

α1,0 + α0,1 into its (1, 0) and (0, 1) parts, by different bigrading
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∂α1,0 = ∂α0,1 = 0

and consequently

η = ϕ+ ∂α0,1 + ∂α1,0

The function

∂∗α1,0 := −
∑
j,k

gjk ∇k αj

has zero integral onM , so (see [Szé14], Thm. 2.12 p. 33) there is a smooth map

f : M → C such that

∂∗α1,0 = ∆f = −∂∗∂f

which implies ∂∗(α1,0 + ∂f) = 0. Moreover, since ∂(α1,0 + ∂f) = 0, then

α1,0 + ∂f is a ∂-harmonic form; but g is Kähler, so the form is also ∂-harmonic

and in particular it is ∂-closed. This means

∂α1,0 = −∂∂f

Notice that α0,1 = α1,0 because α is real. Hence

η − ϕ = −∂∂f − ∂∂f = ∂∂(f − f) =
√
−1 ∂∂(2Im(f))

Theorem 3 (Maximum principle). The only subharmonic maps onM are the

constant maps.

Proof. Recall that for f, g smooth maps onM

∆(fg) = ∆(f)g + f∆(g) + 2g(∇f, ∇g)

By Stokes’ theorem

0 =

∫
M

∆(fg) dVg =

=

∫
M

∆(f)g dVg +

∫
M

f∆(g) dVg +

∫
M

2g(∇f, ∇g) dVg
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Now let f ∈ C∞(M) be subharmonic. First, assume f ≥ 0 onM . Applying the

above relation with g = 1
2
f gives

0 =

∫
M

∆(f)f dVg + 2

∫
M

(||∇f ||g)2 dVg ≥
∫
M

(||∇f ||g)2 dVg

which implies ||∇f ||g = 0 onM , and f is constant beingM connected. In the

general case, beingM compact

inf
M
(f) ∈ R

The map f − inf
M
(f) is then subharmonic and non-negative onM , hence constant.

This implies that f is constant.
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3.2 The Monge-Ampère equation

We have seen that necessary conditions for a (1, 1)-form to be the Ricci form of

some Kähler metric are to be real, closed and represent the first Chern class in

cohomology. We now reduce Calabi’s conjecture to a complex partial differential

equation through these conditions (and an ulterior hypothesis).

Let η be a closed real (1, 1)-form on M such that [η] = 2πc1(M). If η =

Ric(ω′) for some Kähler metric g′ onM , then

η = −
√
−1∂∂ log det(g′

jk
)

and being η,Ric(ω) cohomologous, by Lemma 15 there is F ∈ C∞(M) such that

√
−1∂∂F = Ric(ω)− η =

√
−1∂∂log

det(g′
jk

)

det(gjk)

It follows that

∂∂

(
F − log

det(g′
jk

)

det(gjk)

)
= 0

that is, log
det(g′

jk
)

det(gjk)
− F is harmonic onM . By Theorem 3, for a constant c ∈ R

log
det(g′

jk
)

det(gjk)
= F + c

or equivalently

det(g′
jk
) = CeFdet(gjk)

NoticeC > 0. If we further assume that ω, ω′ are cohomologous, then by Lemma

15 there is φ ∈ C∞(M) such that

√
−1∂∂φ = ω′ − ω

In holomorphic coordinates, this becomes (recall Example 5)

√
−1
∑
i,j

∂i ∂j φ dz
i ∧ dzj =

√
−1
∑
i,j

(g′
ij
− gij) dzi ∧ dzj

71



Thus, by uniqueness of components, we can write the previous equation as

det(gjk + ∂j ∂k φ) = CeFdet(gjk) (M-A)

Equation (M-A) is called the Monge-Ampère equation. We just proved that if the

existence part of Calabi’s conjecture is verified, then (M-A) has a solution φ that

is smooth.

Conversely, let η be a closed real (1, 1)-form onM such that [η] = 2πc1(M).

Set (M-A), where F ∈ C∞(M) is given by

√
−1∂∂F = Ric(ω)− η

If for some constant C > 0 we can solve (M-A) for a smooth φ such that the

tensor given in local coordinates by∑
j,k

(gjk + ∂j ∂k φ) (dz
j ⊗ dzk + dzk ⊗ dzj)

defines a Kähler metric g′ onM , then

• ω′ − ω =
√
−1∂∂φ

• proceeding backwards in the above discussion, we have

Ric(ω)− η =
√
−1∂∂ log

det(g′
jk
)

det(gjk)
=

= −
√
−1∂∂ log det (gjk) +

√
−1∂∂log det (g′

jk
) =

= Ric(ω)− Ric(ω′)

which means that ω′ ∈ [ω] and η = Ric(ω′), and the existence part of Calabi’s

conjecture is solved.

Also note that by construction, the uniqueness part of Calabi’s conjecture cor-

responds to the uniqueness of the smooth solution of (M-A) such that the above

expression defines a Kähler metric.

72



Remark 16. In fact, there is only one possibility for the constant C in (M-A).

Indeed, if ω′ − ω = dϕ, then

(ω′)2 = ω2 + dϕ ∧ ω + ω ∧ dϕ+ (dϕ)2 = ω2 + dψ

that is, (ω′)2 − ω2 are cohomologous. Inductively, we get by Proposition 5 that

dVg′ =
(ω′)m

m!
, dVg =

ωm

m!
are cohomologous

Therefore, we compute by Stokes’ theorem∫
M

CeFdVg =
∑
i

∫
(Ui)

αi Ce
F
√

det(g) dx1 ∧ · · · ∧ dym =

=
∑
i

∫
(Ui)

αi Ce
F det(gjk) dx

1 ∧ · · · ∧ dym =

=
∑
i

∫
(Ui)

αi det(g′jk) dx
1 ∧ · · · ∧ dym =

=
∑
i

∫
(Ui)

αi
√

det(g′) dx1 ∧ · · · ∧ dym =

=

∫
M

dVg′ =

∫
M

dVg = vol(M)

where we picked a holomorphic atlas {(Ui, ψi = (xi, yi))}i and a partition of

unity {αi}i subordinated to it in order to compute the integral.

Remark 17. Since g is a Kähler metric, the expression∑
j,k

(gjk + ∂j ∂k φ) (dz
j ⊗ dzk + dzk ⊗ dzj)

already defines a symmetric tensor g′ compatible with J and whose fundamental

form satisfies the Kähler condition. Hence, g′ is actually a Kähler metric if and only

if g′ is positive-definite.

For the remainder of this work, we say in this case that φ is g-positive.
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3.2.1 The strategy

We plan to solve (M-A), using the continuity method. To do this, we need a priori

estimates of φ. For this purpose, we make a few arrangements. We can translate F

by a constant so that

C = 1

and the relation
√
−1∂∂F = Ric(ω)−η still holds, because only the second-order

derivatives of F are involved. Similarly, we can translate φ by a constant because

the relation ω′ − ω =
√
−1∂∂φ involves only the second-order derivatives of φ.

In particular, we can assume ∫
M
φ dVg = 0

and then translate again φ during our discussion, when necessary.

To simplify the notation, we will omit the evaluation on the point during the

upcoming computations. Furthermore, we will make most of our calculations us-

ing the following.

Lemma 16 (Special coordinates). Around p ∈ M , we can choose normal co-

ordinates with respect to g such that the matrix (∂j ∂k φ) (p) is diagonal.

Proof. Start with normal coordinates w1, . . . , wm with respect to g around p. De-

note the coefficients of g, g′ and the partial derivatives of φ at p with respect to

these coordinates by

gw
jk
, (g′)w

jk
, ∂j ∂k φ

w

Since (∂j ∂k φ
w) =

(
(g′)w

jk

)
−
(
gw
jk

)
is Hermitian, by the Spectral Theorem exists

C ∈ U(m) such that

C∗ (∂j ∂k φ
w)C = diag(λ1, . . . , λm)

where λ1, . . . , λm ∈ R are the eigenvalues of (∂j ∂k φ
w). Then

C∗
(
gw
jk

)
C = Im , C∗

(
(g′)w

jk

)
C = Im + diag(λ1, . . . , λm)
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As described in Proposition 4, take the holomorphic coordinates z1, . . . , zm

obtained by the linear change of coordinates[
∂

∂zj

]
W

=

(
0 C

C 0

)[
∂

∂wj

]
W[

∂

∂zk

]
W

=

(
0 C

C 0

)[
∂

∂wk

]
W

Denote the coefficients of g, g′ and the partial derivatives of φ at pwith respect to

the new coordinates by

gz
jk
, (g′)z

jk
, ∂j ∂k φ

z

Then, since w1, . . . , wm are normal coordinates, we compute at p

• for all j, k

gz
jk

= g(
∂

∂zj
,
∂

∂zk
) =

=

[
∂

∂wj

]T
W

(
0 C

C 0

)T

(gw)

(
0 C

C 0

)[
∂

∂wk

]
W

=

=

[
∂

∂wj

]T
W

 0 CT
(
gw
jk

)T
C

C∗
(
gw
jk

)
C 0

[ ∂

∂wk

]
W

= δjk

• for all i, j, k

∂i g
z
jk

=

(
∂i

[
∂

∂zj

]T
W

)
(gw)

[
∂

∂zk

]
W
+

+

[
∂

∂zj

]T
W

(∂i (g
w) )

[
∂

∂zk

]
W

+

+

[
∂

∂zj

]T
W

(gw)

(
∂i

[
∂

∂zk

]
W

)
= 0

where we used that the components of the new vector fields with respect to

the previous ones are constant. By conjugation: ∂i gzjk = 0 for all i, j, k.
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This means that z1, . . . , zm are normal coordinates at p. Furthermore, denot-

ing diag(λ1, . . . , λm) byD, we compute at p

(g′)z
jk

=

[
∂

∂zj

]T
W

(((g′)w) )

[
∂

∂zk

]
W

=

=

[
∂

∂wj

]T
W

(
0 Im +D

Im +D 0

)[
∂

∂wk

]
W

= δjk + δjkλk

This means that ((g′)z
jk
) is diagonal. Hence, the same holds for (∂j ∂k φ

z).

Here we present some useful relations regarding the normal coordinates given

by Lemma 16, which we call special coordinates.

Let p ∈M and pick special coordinates around p. Then (g′
jk
) is diagonal and

(g′
jj
) = 1 + ∂j ∂j φ for all j

In particular, the 1+∂j ∂j φ ’s are the eigenvalues of (g′
jk
), which is Hermitian and

positive definite. Hence

1 + ∂j ∂j φ ∈ R>0 for all j

We then also have

0 <
∑
j

(1 + ∂j ∂j φ) = m+∆φ

where∆ is the Laplacian with respect to g, and for all i, j

(g′)ij =
δij

1+∂i ∂i φ
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3.2.2 Second Order Estimates

For this step, we follow [Yau78] and look for an upper estimate of∆φ. Pick holo-

morphic coordinates. Rewrite (M-A) as

log det (gij + ∂i ∂j φ)− log det (gij) = F

We differentiate it with respect to ∂k by Jacobi’s formula, obtaining

∂k F =
∑
i,j

(g′)ij
(
∂k gij + ∂i ∂j ∂k φ

)
−
∑
i,j

gij
(
∂k gij

)
(E1)

Recall that we computed

∂l (g
′)ij = −

∑
t,n

(g′)in(∂l (g
′)tn)(g

′)tj

Therefore, differentiating (E1) with respect to ∂l gives

∂k ∂l F =

= −
∑
i,j,t,n

(g′)tj (g′)in (∂l gtn + ∂t ∂n ∂l φ)
(
∂k gij + ∂i ∂j ∂k φ

)
+

+
∑
i,j

(g′)ij
(
∂k ∂l gij + ∂i ∂j ∂k ∂l φ

)
+

+
∑
i,j,t,n

gtj gin(∂l gtn)(∂k gij)−
∑
i,j

gij
(
∂k ∂l gij

)
(E2)

If∆′ is the Laplacian with respect to g′, then by the Leibniz rule

∆′(∆φ) =
∑
k,l

(g′)kl ∂k ∂l

(∑
i,j

gij ∂i ∂j φ

)
=

=
∑
i,j,k,l

(g′)kl gij ∂i ∂j ∂k ∂l φ+

+
∑
i,j,k,l

(g′)kl (∂k ∂l g
ij)(∂i ∂j φ) +

+
∑
i,j,k,l

(g′)kl (∂k g
ij)(∂i ∂j ∂l φ) +

+
∑
i,j,k,l

(g′)kl (∂l g
ij)(∂i ∂j ∂k φ)

(E3)
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Now fix p ∈ M . Since the Laplacian is independent of the choice of coordinates,

we can pick special coordinates around p. Consequently, the following hold:

• gij = gij = δij

• ∂k gij = ∂l gij = 0

• ∂k gij = −
∑
t,n

gin(∂k gtn)g
tj = 0 , ∂l g

ij = −
∑
t,n

gin(∂l gtn)g
tj = 0

• Rijkl = −∂k ∂l gij

• ∂i ∂j φ = δij ∂i ∂i φ

and we compute

∂k ∂l g
ij = −∂k

(∑
t,n

gin(∂l gtn)g
tj

)
=

= −
∑
t,n

(∂k g
in)(∂l gtn) g

tj −
∑
t,n

gin (∂k ∂l gtn) g
tj +

−
∑
t,n

gin (∂l gtn) (∂k g
tj) = −∂k ∂l gji = Rjikl

We apply these relations to (E2), obtaining

∆F =
∑
k

∂k ∂k F =

= −
∑

i,j,t,n,k

δtj
1 + ∂t ∂t φ

δin
1 + ∂i ∂i φ

(∂t ∂n ∂k φ)
(
∂i ∂j ∂k φ

)
+

+
∑
k,i,j

δij
1 + ∂i ∂i φ

(
−Rijkk + ∂i ∂j ∂k ∂k φ

)
+
∑
i,j,k

δij
(
Rijkk

)
=

= −
∑
i,j,k

1

1 + ∂j ∂j φ

1

1 + ∂i ∂i φ
(∂j ∂i ∂k φ)

(
∂i ∂j ∂k φ

)
+

+
∑
i,k

1

1 + ∂i ∂i φ
(−Riikk + ∂i ∂i ∂k ∂k φ) +

∑
i,k

Riikk

(E4)
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and to (E3), obtaining

∆′(∆φ) =
∑
i,j,k,l

δkl
1 + ∂k ∂l φ

δij ∂i ∂j ∂k ∂l φ+

+
∑
i,j,k,l

δkl
1 + ∂k ∂l φ

(Rjikl)(δij ∂i ∂i φ) =

=
∑
i,k

1

1 + ∂k ∂k φ
∂i ∂i ∂k ∂k φ+

+
∑
i,k

1

1 + ∂k ∂k φ
(Riikk)(∂i ∂i φ)

(E5)

Then, we combine (E4) and (E5) to get

∆′(∆φ)−∆F =

=
∑
i,k

∂i ∂i ∂k ∂k φ

1 + ∂k ∂k φ
+
∑
i,k

(Riikk)(∂i ∂i φ)

1 + ∂k ∂k φ
+

+
∑
i,j,k

(∂j ∂i ∂k φ)
(
∂i ∂j ∂k φ

)
(1 + ∂j ∂j φ)(1 + ∂i ∂i φ)

+

−
∑
i,k

(−Riikk + ∂i ∂i ∂k ∂k φ)

1 + ∂i ∂i φ
−
∑
i,k

Riikk =

=
∑
i,j,k

(∂j ∂i ∂k φ)
(
∂i ∂j ∂k φ

)
(1 + ∂j ∂j φ)(1 + ∂i ∂i φ)

+

+
∑
i,k

(Riikk)(∂i ∂i φ)

1 + ∂k ∂k φ
+
∑
i,k

Riikk

1 + ∂i ∂i φ
−
∑
i,k

Riikk

(E6)

The left-hand side of (E6) is a real number, so it can be estimated. In particular, by

Lemma 8, Lemma 11, φ being real and gij being Hermitian, we see for all i, j, k

• ∂i ∂i φ = ∂i ∂i φ = ∂i ∂i φ = ∂i ∂i φ

• (∂j ∂i ∂k φ)
(
∂i ∂j ∂k φ

)
=
(
∂j ∂i ∂k φ

)
( ∂i ∂j ∂k φ) = (∂j ∂i ∂k φ)

(
∂i ∂j ∂k φ

)
• Riikk = −∂k ∂k gii = −∂k ∂k gii = −∂k ∂k gii = Riikk

so each summand on the right-hand side of (E6) is a real number, and it can be

estimated separately. We compute by Lemma 13
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∑
i,k

(Riikk)(∂i ∂i φ)

1 + ∂k ∂k φ
+
∑
i,k

Riikk

1 + ∂i ∂i φ
−
∑
i,k

Riikk =

=
∑
i,k

Riikk

∂i ∂i φ

1 + ∂k ∂k φ
−
∑
i,k

Riikk

∂i ∂i φ

1 + ∂i ∂i φ
=

=
∑
i,k

Riikk

∂i ∂i φ(∂i ∂i φ− ∂k ∂k φ)
(1 + ∂i ∂i φ)(1 + ∂k ∂k φ)

=

=
1

2
(
∑
i,k

Riikk

∂i ∂i φ(∂i ∂i φ− ∂k ∂k φ)
(1 + ∂i ∂i φ)(1 + ∂k ∂k φ)

+

+
∑
i,k

Riikk

∂i ∂i φ(∂i ∂i φ− ∂k ∂k φ)
(1 + ∂i ∂i φ)(1 + ∂k ∂k φ)

) =

=
1

2
(
∑
i,k

Riikk

∂i ∂i φ(∂i ∂i φ− ∂k ∂k φ)
(1 + ∂i ∂i φ)(1 + ∂k ∂k φ)

+

+
∑
i,k

Rkkii

∂i ∂i φ(∂i ∂i φ− ∂k ∂k φ)
(1 + ∂i ∂i φ)(1 + ∂k ∂k φ)

) =

=
1

2
(
∑
i,k

Riikk (
∂i ∂i φ(∂i ∂i φ− ∂k ∂k φ)
(1 + ∂i ∂i φ)(1 + ∂k ∂k φ)

+

+
∂k ∂k φ(∂k ∂k φ− ∂i ∂i φ)
(1 + ∂i ∂i φ)(1 + ∂k ∂k φ)

)) =

=
1

2

∑
i,k

Riikk

(∂k ∂k φ− ∂i ∂i φ)2

(1 + ∂i ∂i φ)(1 + ∂k ∂k φ)
≥

≥ 1

2
inf
i ̸=k

(Riikk) (
∑
i,k

(1 + ∂k ∂k φ)
2

(1 + ∂i ∂i φ)(1 + ∂k ∂k φ)
+

+
∑
i,k

(1 + ∂i ∂i φ)
2

(1 + ∂i ∂i φ)(1 + ∂k ∂k φ)
+

− 2
∑
i,k

(1 + ∂k ∂k φ)(1 + ∂i ∂i φ)

(1 + ∂i ∂i φ)(1 + ∂k ∂k φ)
) =

= inf
i ̸=k

(Riikk) (
∑
i,k

1 + ∂i ∂i φ

1 + ∂k ∂k φ
−m2)

(D1)
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We insert (D1) into (E6), obtaining

∆′(∆φ) ≥ ∆F +
∑
i,j,k

(∂j ∂i ∂k φ)
(
∂i ∂j ∂k φ

)
(1 + ∂j ∂j φ)(1 + ∂i ∂i φ)

+

+ inf
i ̸=k

(Riikk) (
∑
i,k

1 + ∂i ∂i φ

1 + ∂k ∂k φ
−m2)

(D2)

Let C > 0 be a constant to be determined later. By the Leibniz rule

∆′(e−Cφ (m+∆φ)) =

=
∑
i

1

1 + ∂i ∂i φ
∂i ∂i (e

−Cφ (m+∆φ)) =

=
∑
i

1

1 + ∂i ∂i φ
∂i
(
−Ce−Cφ(∂i φ)(m+∆φ) + e−Cφ ∂i (∆φ)

)
=

= C2 e−Cφ

(∑
i

(∂i φ)(∂i φ)

1 + ∂i ∂i φ

)
(m+∆φ) +

− C e−Cφ
∑
i

(∂i φ)(∂i (∆φ)) + (∂i (∆φ))(∂i φ)

1 + ∂i ∂i φ
+

− C e−Cφ (∆′φ)(m+∆φ) + e−Cφ ∆′(∆φ)

(E7)

The left-hand side of (E7) is a real number, thus it can be estimated. In particular,

by Lemma 8 and being φ real, we see for all i

• (∂i φ)(∂i φ) = (∂i φ)(∂i φ)

• (∂i φ)(∂i (∆φ)) + (∂i (∆φ))(∂i φ) = (∂i φ)(∂i (∆φ)) + (∂i (∆φ))(∂i φ)

so each summand on the right-hand side of (E7) is a real number and can be esti-

mated separately. By the triangular inequality

(∂i φ)(∂i (∆φ)) + (∂i (∆φ))(∂i φ) ≤

≤ |(∂i φ)(∂i (∆φ)) + (∂i (∆φ))(∂i φ)| =

= |(∂i φ)(∂i (∆φ)) + (∂i (∆φ))(∂i φ)|C ≤

≤ |(∂i φ)(∂i (∆φ))|C + |(∂i (∆φ))(∂i φ)|C = 2|(∂i φ)(∂i (∆φ))|C
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where we used (∂i φ)(∂i (∆φ)) = (∂i (∆φ))(∂i φ), since φ is real. We estimate

using Young’s inequality

C|(∂i φ)(∂i (∆φ))|C =

= C |∂i φ|C(m+∆φ)
1
2 |∂i (∆φ)|C(m+∆φ)−

1
2 ≤

≤ 1

2

(
C2 |∂i φ|2C(m+∆φ) + |∂i (∆φ)|2C(m+∆φ)−1

)
=

=
1

2

(
C2 (∂i φ)(∂i φ)(m+∆φ) + |∂i (∆φ)|2C (m+∆φ)−1

)
where we compute

∂i (∆φ) =
∑
j,k

∂i

(
gjk ∂j ∂k φ

)
=

=
∑
j,k

(∂i g
jk) ∂j ∂k φ+ gjk (∂i ∂j ∂k φ) =

∑
k

∂i ∂k ∂k φ

Therefore

−C e−Cφ
∑
i

(∂i φ)(∂i (∆φ)) + (∂i (∆φ))(∂i φ)

1 + ∂i ∂i φ
≥

≥ −C2 e−Cφ

(∑
i

(∂i φ)(∂i φ)

1 + ∂i ∂i φ

)
(m+∆φ) +

− e−Cφ
∑

i

|
∑
k

∂i ∂k ∂k φ|2C

1 + ∂i ∂i φ

 (m+∆φ)−1

We insert this inequality and (D2), using also Lemma 8, in (E7) to obtain

∆′(e−Cφ (m+∆φ)) ≥ −C e−Cφ (∆′φ)(m+∆φ) +

+ e−Cφ (−(m+∆φ)−1
∑
i

|
∑
k

∂i ∂k ∂k φ|2C

1 + ∂i ∂i φ
+

+∆F +
∑
i,j,k

|∂i ∂j ∂k φ|2C
(1 + ∂j ∂j φ)(1 + ∂i ∂i φ)

+

+ inf
i ̸=k

(Riikk) (
∑
i,k

1 + ∂i ∂i φ

1 + ∂k ∂k φ
−m2))

(D3)
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Observe that by the Schwarz inequality and being φ real

(m+∆φ)−1
∑
i

|
∑
k

∂i ∂k ∂k φ|2C

1 + ∂i ∂i φ
=

= (m+∆φ)−1
∑
i

(1 + ∂i ∂i φ)
−1 ×

× |
∑
k

∂i ∂k ∂k φ

(1 + ∂k ∂k φ)
1
2

(1 + ∂k ∂k φ)
1
2 |2C ≤

≤ (m+∆φ)−1
∑
i

(1 + ∂i ∂i φ)
−1 ×

×

(∑
k

| ∂i ∂k ∂k φ

(1 + ∂k ∂k φ)
1
2

|2C

)(∑
k

(1 + ∂k ∂k φ)
1
2 |2C

)
=

=
∑
i

(1 + ∂i ∂i φ)
−1

(∑
k

|∂i ∂k ∂k φ|2C
1 + ∂k ∂k φ

)
≤

≤
∑
i

(1 + ∂i ∂i φ)
−1

(∑
j,k

|∂i ∂j ∂k φ|2C
1 + ∂j ∂j φ

)
=

=
∑
i,j,k

|∂i ∂j ∂k φ|2C
(1 + ∂i ∂i φ)(1 + ∂j ∂j φ)

(D4)

where the last inequality holds because we added non-negative terms. Moreover

∆′φ =
∑
i

∂i ∂i φ

1 + ∂i ∂i φ
= m−

∑
i

1

1 + ∂i ∂i φ

Applying this and (D4) to (D3), we get

∆′(e−Cφ (m+∆φ)) ≥ e−Cφ (∆F −m2 inf
i ̸=k

(Riikk)) +

+ e−Cφ inf
i ̸=k

(Riikk)

(∑
i,k

1 + ∂i ∂i φ

1 + ∂k ∂k φ

)
+

−mC e−Cφ (m+∆φ) + C e−Cφ (m+∆φ)

(∑
i

1

1 + ∂i ∂i φ

) (D5)
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and since

∑
i,k

1 + ∂i ∂i φ

1 + ∂k ∂k φ
=
∑
i

(∑
k

1 + ∂k ∂k φ

)
1 + ∂i ∂i φ

=
∑
i

(m+∆φ)

1 + ∂i ∂i φ

then (D5) becomes

∆′(e−Cφ (m+∆φ)) ≥ e−Cφ (∆F −m2 inf
i ̸=k

(Riikk)) +

−mC e−Cφ (m+∆φ) +

+ (C + inf
i ̸=k

(Riikk)) e
−Cφ (m+∆φ)

(∑
i

1

1 + ∂i ∂i φ

) (D6)

Observe that in special coordinates, (M-A) reads

eF = det(diag(1 + ∂i ∂i φ)) det(Im)
−1 = Π

i
(1 + ∂i ∂i φ)

Thus, by the Multinomial Theorem, sincem ≥ 1 we see

(
∑
i

1

1 + ∂i ∂i φ
)m−1 =

=
∑

k1+···+km= m−1

(m− 1)!

k1! . . . km!
Π
j

1

(1 + ∂j ∂j φ)
kj
≥

≥ (m− 1)!
∑
i

Π
j ̸=i

1

1 + ∂j ∂j φ
≥

≥
∑
i

(1 + ∂i ∂i φ) Π
j

1

1 + ∂j ∂j φ
=

=

∑
i

1 + ∂i ∂i φ

Π
i
1 + ∂i ∂i φ

=
m+∆φ

eF

(D7)

BeingM compact, we can now choose C such that

C + inf
M
(inf
i ̸=k

(Riikk)) > 1
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Then C depends only onM . With this value of C , insert (D7) into (D6) to obtain

∆′(e−Cφ (m+∆φ)) ≥ e−Cφ (∆F −m2 inf
i ̸=k

(Riikk)) +

−mC e−Cφ (m+∆φ) + e−Cφ e
−F
m−1 (m+∆φ)1+

1
m−1

(D8)

Recall that (D8) is valid at any point ofM . SinceM is compact, the continuous

map e−Cφ (m+∆φ) achieves its maximum at a point q ∈M . Then at q

∆′(e−Cφ (m+∆φ)) ≤ 0

which by (D8) yields

(m+∆φ)1+
1

m−1 ≤ e
F

m−1

(
m2 inf

i ̸=k
(Riikk))−∆F

)
+

+mCe
F

m−1 (m+∆φ) ≤

≤ e

sup
M

(F )

m−1

(
m2sup

M

(
inf
i ̸=k

(Riikk)

)
+ sup

M

(−∆F )
)
+

+mCe

sup
M

(F )

m−1 (m+∆φ)

(D9)

Observe that by denoting

A := e

sup
M

(F )

m−1

(
m2sup

M

(
inf
i ̸=k

(Riikk)

)
+ sup

M

(−∆F )
)

b := e

sup
M

(F )

m−1 , y := (m+∆φ)

then A, b are independent of φ and (D9) is an inequality of the type

y
m

m−1 ≤ A+ by

which lead to the cases

· by ≤ A =⇒ y ≤ (2A)
m−1
m · A ≤ by =⇒ y ≤ (2b)m−1

In particular, y can be estimated only in terms of A, b. In our case, for a constant

C1 depending only on sup
M

(−∆F ), sup
M

(inf
i ̸=k

(Riikk)), sup
M

(F ), M

m+∆φ ≤ C1 (D10)
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Recall that (D10) holds at q. Being q a point of maximum for e−Cφ (m+∆φ), we

have for all p ∈M

e−Cφ(p) (m+ (∆φ)(p)) ≤ e−Cφ(q) (m+ (∆φ)(q)) ≤ C1 e
−Cinf

M
(φ)

which gives

(m+∆φ) ≤ C1 e
C(sup

M
(φ)−inf

M
(φ))

(D11)

Inequality (D11) gives the required estimate for∆φ if we have an upper estimate

for sup
M

(φ) and a lower estimate for inf
M
(φ), that is, we need to estimate ||φ||C0 .

Remark 18. We have only searched for an upper estimate of ∆φ, because we

already have a lower estimate given by

∆φ > −m

Furthermore, the estimate for∆φ also grants an estimate for themixed derivatives

of φ due to the inequality

||gij +
∂φ

∂zi∂zj
||g ≤ trg

(
gij +

∂φ

∂zi∂zj

)
= m+∆φ

We deduce that g′ is uniformly equivalent to g, since the coefficients of g′ involve

only the second-order derivatives of φ.
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3.2.3 C0 Estimate

For the estimate of sup
M

(φ), we follow [Yau78]. For the estimate of inf
M
(φ), we com-

bine the approaches reported in [Yau78] and [Tia00]. The reason behind this choice

will be clarified while developing the result.

LetG be Green’s function of∆ onM (see [Aub82] for details). The properties

ofG that we need are the following:

• G is smooth on (M ×M)∖ diag(M)

• if ϕ ∈ C∞(M), then for all x ∈M

ϕ(x) = − 1

vol(M)

∫
M

ϕ dVg −
∫
M

G(x, ·) ∆ϕ dVg

• G is defined up to a constant. In particular, we can assumeG ≥ 0

For all p ∈M , since φ has zero integral overM andm+∆φ > 0

φ(p) = −
∫
M

G(p, ·) ∆φ dVg ≤ m

∫
M

G(p, ·) dVg (D12)

SinceG is smooth on (M ×M)∖ diag(M) and the integral is defined up to mea-

sure zero sets, the map

x ∈M Θ7→
∫
M

G(x, ·) dVg

is smooth onM , which is compact, soA := sup
M

(Θ) <∞ andA depends only on

M . We then get from (D12)

sup
M

(φ) ≤ mA (D13)

which is the desired estimate for sup
M

(φ).

We now begin to search for an estimate for inf
M
(φ). First, notice that since φ

has zero integral overM

sup
M

(φ) ≥ 0
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Indeed, if sup
M

(φ) < 0 we would have∫
M

φ dVg ≤
∫
M

sup
M

(φ) dVg < 0

We can then estimate ||φ||L1 using (D13) as follows:∫
M

|φ| dVg ≤
∫
M

|sup
M

(φ)− φ| dVg +
∫
M

|sup
M

(φ)| dVg ≤

≤ (sup
M

(φ)) vol(M)−
∫
M

φ dVg + (sup
M

(φ)) vol(M) ≤

≤ 2m vol(M) A

(D14)

Having already estimated sup
M

(φ) from above, in the upcoming computations we

can assume up to translation that

sup
M

(φ) ≤ −1

Notice that here we lose the fact that φ has zero integral overM . We are reduced

to finding an upper estimate of sup
M

(−φ), where

sup
M

(−φ) = −inf
M
(φ) ≥ 1

(The change of reference). At this point, in [Yau78] the author proceeds to

find the desired estimate by means of the Mean Value Theorem, after stating that

there is a constant C ′ > 0 such that

sup
M

(|∇φ|) ≤ C ′
(
e
−Cinf

M
(φ)

+ ||φ||L1

)
(X )

The author asserts that (X ) is a straightforward consequence of (D11) and (D13),

after applying the following Schauder Estimate ([Mor64], p. 156 inequality 5.5.23)

||φ||C1,α ≤ D (||∆φ||C0,α + ||φ||L1)

where α > 0, and D > 0 is a constant independent of φ. However, it is unclear

how (X ) can actually be deduced as described. The description suggests that the

Hölder norm is controlled through theC0 norm, but this is generally not possible.

Hence, for the remainder of this subsection, we follow [Tia00].
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Let p ∈ R≥2. Starting from (D14), we look for estimates for ||φ||Lp . Using

Proposition 5, we can rewrite (M-A) as

(ω′)m = eCFωm (E8)

Since ∧ commutes on 2-forms, we compute

(eCF − 1) ωm = (ω′)m − ωm =

= (ω′ − ω) ∧

(∑
i

(ω′)m−i ∧ ωi−1

)
=

= −
√
−1∂∂(−φ) ∧

(∑
i

(ω′)m−i ∧ ωi−1

) (E9)

The following three relationswill be crucial throughout this step. Let f ∈ C∞(M).

i) By Example 3 and Remark 13, we compute in normal coordinates

√
−1m ∂f ∧ ∂f ∧ ωm−1 = (

√
−1)m m!×

×

(∑
i,j

∂jf ∂kf dz
j ∧ dzk

)
∧

( ∑
r1<···<rm−1

m−1∧
i=1

dzri ∧ dzri
)

=

= (
√
−1)m m!

(∑
j

∂jf ∂jf
∧
i

dzi ∧ dzi
)

=

=

(∑
j

|∂jf |2C

)
(
√
−1)m m!

∧
i

dzi ∧ dzi =

(∑
j

|∂jf |2C

)
ωm

but since in normal coordinates we have for all j, k

g(
∂

∂xk
,
∂

∂xj
) = g(

∂

∂yk
,
∂

∂yj
) = 2δkj , g(

∂

∂xk
,
∂

∂yj
) = 0

we then have
√
−1 ∂f ∧ ∂f ∧ ωm−1 =

1

2m
||∇f ||2g ωm (∗1)

Notice that (∗1) is independent of the choice of coordinates.
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ii) By the Leibniz rule and the Kähler condition

∂(f ∂f ∧
∑
i

(ω′)m−i ∧ ωi−1) =

= ∂f ∧ ∂f ∧
∑
i

(ω′)m−i ∧ ωi−1 + f ∂∂f ∧
∑
i

(ω′)m−i ∧ ωi−1

Thus, Stokes’ theorem gives∫
M

√
−1 ∂f ∧ ∂f ∧

∑
i

(ω′)m−i ∧ ωi−1 =

= −
∫
M

√
−1 f ∂∂f ∧

∑
i

(ω′)m−i ∧ ωi−1

(∗2)

iii) Let 1 ≤ a ≤ m. By the Multinomial Theorem, in special coordinates we have

(ω′)a = (
√
−1)a a!

∑
r1<···<ra

a∧
i=1

g′riri dz
ri ∧ dzri =

= (
√
−1)a a!

∑
r1<···<ra

a∏
j=1

g′rjrj

a∧
i=1

dzri ∧ dzri

Hence, for any b such that a+ b ≤ m

(ω′)a ∧ ωb = (
√
−1)a+b (a+ b)!

∑
l1<···<la+b

αl1...la+b

a+b∧
i=1

dzli ∧ dzli

where the coefficients αl1...la+b
are sums of products of the g′cc ’s, hence positive.

Consequently, we obtain as in i)

√
−1m ∂f ∧ ∂f ∧ (ω′)m−i ∧ ωi−1 =

(∑
j

|∂jf |2C α1...ĵ...n

)
ωm

Although this expression is coordinate-dependent, it tells us that there is a non-

negative map βi ∈ C∞(M) such that

√
−1 ∂f ∧ ∂f ∧ (ω′)m−i ∧ ωi−1 = βi ω

m (∗3)
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We can now estimate ||φ||L2 . Being φ smooth andM compact of real dimension

2m ≥ 2, we can apply the Poincaré inequality (see [Heb99] p. 40 Theorem 2.10)

||φ− φ̃||L2 ≤ D ||∇φ||L2 (P )

where φ̃ :=
∫
M φ dVg
vol(M)

andD > 0 is a constant independent of φ. Then combining

(P ), (∗1), (∗2), (∗3), (E9) and φ ≤ −1 results into

||φ||L2 − ||φ||L1√
vol(M)

≤ ||φ||L2 −
|
∫
M
φdVg|√

vol(M)
=

= ||φ||L2 − ||φ̃||L2 ≤ ||φ− φ̃||L2 ≤

≤ D ||∇φ||L2 = D′
(∫

M

||∇φ||2g
ωm

2m

) 1
2

=

= D′
(∫

M

√
−1 ∂φ ∧ ∂φ ∧ ωm−1

) 1
2

≤

≤ D′

(∫
M

√
−1 ∂φ ∧ ∂φ ∧

∑
i

(ω′)m−i ∧ ωi−1

) 1
2

=

= D′

(
−
∫
M

√
−1 φ ∂∂φ ∧

∑
i

(ω′)m−i ∧ ωi−1

) 1
2

=

= D′

(∫
M

(−φ) (−
√
−1) ∂∂(−φ) ∧

∑
i

(ω′)m−i ∧ ωi−1

) 1
2

=

= D′′
(∫

M

|φ| (eCF − 1)
ωm

m!

) 1
2

≤ D′′′ ||φ||
1
2

L1

(D15)

where D′′′ > 0 depends only on m, sup
M

(F ). From (D15) and (D14), we have a

constant C2 depending only onm, sup
M

(F ) such that

||φ||L2 ≤ C2 (D16)

For p > 2, we will make use of the following Sobolev inequality on compact man-

ifolds (see [Heb99] p. 32 Theorem 2.6)

||u||
L

2m
m−1
≤ B ||u||H2

1
(S)
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where u ∈ C∞(M) and B > 0 is a constant independent of u. Combining (S),

(∗1), (∗2), (∗3), (E9) and−φ ≥ 1, we have for all p ≥ 1

(

∫
M

|(−φ)
p+1
2 |

2m
m−1

ωm

m!
)
m−1
m −

∫
M

|(−φ)
p+1
2 |2 ω

m

m!
≤

≤ B2

∫
M

||∇
(
(−φ)

p+1
2

)
||2g

ωm

m!
=

= B′
∫
M

√
−1 ∂

(
(−φ)

p+1
2

)
∧ ∂

(
(−φ)

p+1
2

)
∧ ωm−1 =

= B′′ (p+ 1)2
∫
M

(−φ)p−1
√
−1 ∂(−φ) ∧ ∂(−φ) ∧ ωm−1 ≤

≤ B′′ (p+ 1)2
∫
M

√
−1 (−φ)p+1 ∂φ ∧ ∂(−φ) ∧ ωm−1 ≤

≤ B′′ (p+ 1)2
∫
M

(−φ)p+1
√
−1 ∂φ ∧ ∂φ ∧

∑
i

(ω′)m−i ∧ ωi−1 =

= B′′ (p+ 1)2
∫
M

(−φ)p+1 (−
√
−1) ∂∂(−φ) ∧

∑
i

(ω′)m−i ∧ ωi−1 =

= B′′ (p+ 1)2
∫
M

(−φ)p+1 (eCF − 1) ωm ≤

≤ B′′′(p+ 1)2
∫
M

(−φ)p+1 ωm

(D17)

where B′′′ > 0 depends only onM , sup
M

(F ). It follows that for a constant C3 that

depends only onM , sup
M

(F )

|| − φ||
L

(p+1)m
m−1

≤ (C3 (p+ 1))
2

p+1 || − φ||Lp+1 (D18)

Set p0 = 1 and for any i ≥ 1

pi :=
m

m− 1
(pi−1 + 1)− 1

Then for all i: pi ≥ 1 and pi < pi+1 . By repeated applications of (D18), for all i

|| − φ||Lpi+1 ≤
i−1∏
j=0

(C3 (pj + 1))
2

pj+1 || − φ||L2 (D19)
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BeingM compact, we can pass to the limit in (D19) obtaining

|| − φ||C0 = lim
i→∞

|| − φ||Lpi+1 ≤

(
∞∏
j=0

(C3 (pj + 1))
2

pj+1

)
|| − φ||L2 (D20)

Observe that
∞∏
j=0

(C3 (pj + 1))
2

pj+1 = elog(
∏∞

j=0 (C3 (pj+1))
2

pj+1 ) =

= e
∑∞

j=0 2
log(C)+log(pj+1)

pj+1

and by the choice of the pi ’s

· | log(C)
pj+1 + 1

pj + 1

log(C)
| = m− 1

m
< 1

· | log(pj+1 + 1)

pj+1 + 1

pj + 1

log(pj + 1)
| < 1

Hence, by the ratio test we have the convergence of both the series

∞∑
j=0

2
log(C)
pj + 1

,
∞∑
j=0

2
log(pj + 1)

pj + 1

which implies the convergence of
∑∞

j=0 2
log(C)+log(pj+1)

pj+1
. Consequently, (D20)

yields the desired estimate

|| − φ||C0 ≤ C4 (D21)
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3.2.4 Third Order Estimates

We look for an estimate of the mixed third-order derivatives ∂i ∂j ∂k φ. We follow

[Yau78] for this exposition. In order to proceed smoothly, we denote

φijk := ∂i ∂j ∂k φ

and similarly for the other derivatives. Consider the smooth function

S =
∑

i,j,k,r,s,t

gir gsj gkt φijk φrst

which does not depend on the choice of coordinates, being the contraction of a

tensor through the metric. Choosing normal coordinates, we see

S =
∑
i,j,k

|φijk|2C

so S is real and non-negative. To simplify the next calculations, we introduce the

following equivalence relations. Let A, B ∈ C∞(M) . Then

• A ∼ B ⇐⇒ |A−B| ≤ C1

√
S + C2

• A ≈ B ⇐⇒ |A−B| ≤ C3 S + C4

√
S + C5

where C1, C2, C3, C4, C5 are constants that can be estimated independently of

A, B. We compute in special coordinates

∆′S =
∑

(g′)ab (−(g′)ip (g′)qr (g′)sj (g′)kt φqpb φijkφrst +

− (g′)ir (g′)pj (g′)sq (g′)kt φpqb φijkφrst +

− (g′)ir (g′)sj (g′)kp (g′)qt φpqb φijkφrst +

+ gir gsj gkt φijkb φrst + gir gsj gkt φijk φrstb)a ∼

∼
∑

(g′)ab [(−2(g′)ip (g′)qr (g′)sj (g′)kt φqpb φijkφrst +

− (g′)ir (g′)pj (g′)sq (g′)kt φpqb φijkφrst) +

gir gsj gkt (φijkb φrst + φijk φrstb)]a

(E10)
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where the sum is over i, j, k, p, q, r, s, t, a, b. Then, expanding (E10), we obtain

∆′S ∼
∑

(g′)ab [2(g′)ic (g′)dp (g′)qr (g′)sj (g′)kt φcda φqpb φijk φrst +

+ 2(g′)ip (g′)qc (g′)dr (g′)sj (g′)kt φcda φqpb φijk φrst +

+ 2(g′)ip (g′)qr (g′)dj (g′)sc (g′)kt φcda φqpb φijk φrst +

+ 2(g′)ip (g′)qr (g′)sj (g′)kc (g′)dt φcda φqpb φijk φrst +

− 2(g′)ip (g′)qr (g′)sj (g′)kt (φqpba φijk φrst +

+ φqpb φijka φrst + φqpb φijk φrsta) +

+ (g′)ic (g′)dr (g′)pj (g′)sq (g′)kt φcda φqjb φijk φrst +

+ (g′)ir (g′)dj (g′)pc (g′)sq (g′)kt φcda φqjb φijk φrst +

+ (g′)ir (g′)pj (g′)dq (g′)sc (g′)kt φcda φqjb φijk φrst +

+ (g′)ir (g′)pj (g′)sq (g′)kc (g′)dt φcda φqjb φijk φrst +

− (g′)ir (g′)pj (g′)sq (g′)kt (φpqba φijk φrst +

+ φpqb φijka φrst + φpqb φijk φrsta) +

− (2(g′)ic (g′)dr (g′)sj (g′)kt φcda + (g′)ir (g′)dj (g′)sc (g′)kt φcda)×

× (φijkb φrst + φijk φrstb) + (g′)ir (g′)sj (g′)kt ×

× (φijkba φrst + φijkb φrsta + φijka φrstb + φijk φrstba)]

(E11)

where the sum is over i, j, k, p, q, r, s, t, a, b, c, d. Differentiating (E2) with

respect to ∂s , we get∑
i,j

(g′)ij φijkls ∼
∑

(g′)it (g′)nj φnts φijkl +

+ Fkls +
(∑

(g′)tj (g′)in φtnl φijk

)
s

(E12)

where the two last sums are over all indices except s, l . We rewrite and expand

(E12) as
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∑
a,b

(g′)ab φijkba =
∑
a,b

(g′)ab φabijk ∼

∼
∑

(g′)ab (g′)qb φqpk φabij + Fijk+

+
(∑

(g′)pb (g′)aq φpqj φabi

)
k
=

=
∑

(g′)ab (g′)qb φqpk φabij + Fijk+

−
∑

(g′)pc (g′)db (g′)aq φcdk φpqj φabi +

−
∑

(g′)pb (g′)ac (g′)dq φcdk φpqj φabi +

+
∑

(g′)pb (g′)aq φpqjk φabi +

+
∑

(g′)pb (g′)aq φpqj φabik

(E13)

and we insert (E13) together with (E2) into (E11), finding

∆′S ∼
∑

(g′)ab [2(g′)ic (g′)dp (g′)qr (g′)sj (g′)kt φcda φqpb φijk φrst +

+ 2(g′)ip (g′)qc (g′)dr (g′)sj (g′)kt φcda φqpb φijk φrst +

+ 2(g′)ip (g′)qr (g′)dj (g′)sc (g′)kt φcda φqpb φijk φrst +

+ 2(g′)ip (g′)qr (g′)sj (g′)kc (g′)dt φcda φqpb φijk φrst]+

− 2
∑

(g′)ip (g′)qr (g′)sj (g′)kt ×

× [Fqp φijk φrst + (g′)tb (g′)an φtnp φabq φijk φrst +

+ (g′)ab φqpb φijka φrst + (g′)ab φqpb φijk φrsta] +

+
∑

(g′)ic (g′)dr (g′)pj (g′)sq (g′)kt φcda φqjb φijk φrst +

+
∑

(g′)ir (g′)dj (g′)pc (g′)sq (g′)kt φcda φqjb φijk φrst +

+
∑

(g′)ir (g′)pj (g′)dq (g′)sc (g′)kt φcda φqjb φijk φrst +

+
∑

(g′)ir (g′)pj (g′)sq (g′)kc (g′)dt φcda φqjb φijk φrst +

−
∑

(g′)ir (g′)pj (g′)sq (g′)kt (Fpq φijk φrst +

+ (g′)tb (g′)an φtnq φabp φijk φrst +

+ (g′)ab φpqb φijka φrst + (g′)ab φpqb φijk φrsta) +

(E14)
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+ 2Re[
∑

(g′)ir (g′)sj (g′)kt φrst ((g
′)ap (g′)qb φqpb φabij + Fijk +

− (g′)pc (g′)db (g′)aq φcdk φpqj φabi − (g′)pb (g′)ac (g′)dq φcdk φpqj φabi +

+ (g′)pb (g′)aq φpqjk φabi + (g′)pb (g′)aq φpqj φabik)] +

+
∑

(g′)ab (g′)ir (g′)sj (g′)kt (φijkb φrsta + φijka φrstb)

Insert the diagonal expression for the coefficients gxy into (E14), and obtain

∆′S ≈
∑

(1 + φaa)
−1 (1 + φii)

−1 (1 + φjj)
−1 (1 + φkk)

−1 ×

× (1 + φpp)
−1 (1 + φqq)

−1 (2 φipa φqpa φijk φqjk +

+ 2 φkpa φqia φijk φqjp + 2 φpqa φjqa φijk φipk) +

− 2Re[
∑

(1 + φaa)
−1 (1 + φii)

−1 (1 + φjj)
−1 (1 + φkk)

−1 ×

× (1 + φpp)
−1 (φpiia φijka φpjk + φjpa φijk φipka +

+ φipa φijk φpjka)] +

+
∑

(1 + φaa)
−1(1 + φii)

−1(1 + φjj)
−1(1 + φkk)

−1×

× (|φijka|2C + |φijka|2C) =

=
∑

(1 + φaa)
−1(1 + φii)

−1(1 + φjj)
−1(1 + φkk)

−1×

× [ |φijka −
∑
p

φipk φpja (1 + φpp)
−1|2C +

+ |φijka −
∑
p

(φpia φpjk + φpik φpja) (1 + φpp)
−1|2C ]

(E15)

On the other hand, (E6) does not depend on the chosen coordinates. In special

coordinates, since we have estimated∆φ, we find a constant C ′ independent of φ

such that

∆′(∆φ) ≥
∑
i,j,k

(1 + φii)
−1 (1 + φkk)

−1 |φkij|2C − C ′ (D22)

Combining (E15) and (D22), for some positive constantsC7, C8, C9 independent

of φ

∆′(S + C7 ∆φ) ≥ C8 S − C9 (D23)
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where we estimated
√
S by means of S because

2
√
S ≤ (

√
S)2 + 1 = S + 1

Let p ∈M be a point of maximum for S + C7 ∆φ. Then (D23) reads

0 = ∆′(S + C7 ∆φ)(p) ≥ C8 S(p)− C9 (D24)

For any q ∈M , by (D24) and the estimate of∆φ

C8 S(q) = C8 (S(q) + C7 ∆φ(q))− C8 C7 ∆φ(q) ≤

≤ C8 (S(p) + C7 ∆φ(p)) + C10 ≤

≤ C9 + C ++C10

which implies that there is a constant C11 independent of φ such that

sup
M

(S) ≤ C11 (D25)

We can then use (D25) to estimate the mixed third-order derivatives of φ.
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3.2.5 Uniqueness of the solution

Herewediscuss the result thatwill provide the uniqueness of the g-positive smooth

solution of (M-A). We follow [Yau78].

Theorem 4. Let φ, ϕ be two g-positive C2-solutions of (M-A). Then φ − ϕ is

constant.

Proof. By (M-A), we have

det(gij + φij) = det(gij + ϕij)

which can be rearranged as

det(gij + φij + (ϕ− φ)ij) det(gij + φij)
−1 = 1

As in Lemma 16, being φ, ϕ both g-positive, we can construct holomorphic coor-

dinates that at a point diagonalize the matrices

(g′
ij
) := (gij + φij) , (g′′

ij
) := (gij + φij + (ϕ− φ)ij)

Since (E8) shows that (M-A) does not depend on the choice of coordinates, the

above relation reads

1 =
∏
i

(
g′′
ii

) ∏
j

(
g′
jj

)−1

=
∏
k

(
g′′
kk

(g′)kk
)

By the arithmetic-geometric mean inequality, we have

m+∆′(ϕ− φ)
m

=

∑
(g′)kk (ϕ− φ)kk + 1

m
=

=

∑
(g′)kk ((ϕ− φ)kk + g′

kk
)

m
≥

≥

(∏
k

(
g′′
kk

(g′)kk
) ) 1

m

= 1

from which we deduce that∆′(ϕ−φ) ≥ 0. By Theorem 3: ϕ−φ is constant.
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3.2.6 The continuity method

As anticipated, we solve (M-A) as in [Yau78] by applying the continuity method.

Fix α ∈ (0, 1) . ConsiderWk , k ≥ 3, the subset of [0, 1]made of the parameters

t such that

det
(
gij +

∂2φ

∂zi∂zj

)
(det(gij))

−1 = vol(M)

(∫
M

etF
)−1

etF (∗t)

has a g-positive solution inCk+1,α(M). Then 0 ∈ Wk , becauseφ ≡ 0 is a solution

of

det
(
gij +

∂2φ

∂zi∂zj

)
(det(gij))

−1 = 1 (∗0)

and (gij) is positive definite being g a Kähler metric. Notice that (M-A) corre-

sponds to (∗1), so we want to show that 1 ∈ Wk . Being [0, 1] connected, it

suffices to prove thatWk is open and closed in [0, 1].

We begin by proving thatWk is open. Consider the open subspace ofCk+1,α(M)

A := { η ∈ Ck+1,α(M) : η is g-positive }

and its subset

A0 := { ψ ∈ A :

∫
M

ψ dVg = 0 }

Furthermore, consider the affine subspace of Ck−1,α(M)

B := { f ∈ Ck−1,α(M) :

∫
M

f dVg = vol(M) }

Consider the map

G : A→ B : φ 7→ det
(
gij +

∂2φ

∂zi∂zj

)
(det(gij))

−1

Then G is independent of the choice of coordinates (recall the well-definition of

the Ricci form) and well-defined (recall Remark 16). Notice that if we set
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ft :=
vol(M)∫
M
etF

etF

then ft ∈ B because F is smooth, and

t ∈ Wk ⇐⇒ ft ∈ Im(G)

Hence, we want to show that for any t0 ∈ Wk there is ϵ > 0 such that

|t− t0| < ϵ =⇒ ft ∈ B

To do this, we prepare to use the Inverse Function Theorem in Banach spaces (see

[Sch69], p. 15 Theorem 1.20). Let ϕ ∈ A and pick any segment ϕ+ sη through ϕ.

We compute by Jacobi’s formula

d

ds
G(ϕ+ sη)

∣∣
s=0

=

= det
(
gij +

∂2ϕ

∂zi∂zj

)
(det(gij))

−1
∑
a,b

(gϕ)
ab ∂

∂za∂zb

(
d(ϕ+ sη)

ds

∣∣∣∣
s=0

)
=

= det(gϕ
ij
) (det(gij))

−1 ∆ϕη

where we used the subscript ϕ to denote the usual objects defined using ϕ. This

proves thatG is Frechet-differentiable. Observe the following facts:

• Since B is an affine space, its tangent space at any point is its underlying

vector space

B0 := { f ∈ Ck−1,α(M) :

∫
M

f dVg = 0 }

On the other hand, being A open in a vector space, its tangent space at any

point is Ck+1,α(M) itself.

• Integrating by parts, we see that a necessary condition for the equation

∆ϕη = f

to have a weak solution is that
∫
M
f dVϕ = 0. In a compact Kähler manifold,

the converse is true (see [Szé14], p. 33 Theorem 2.12).
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• By elliptic regularity, any weak solution of∆ϕη = f is in Ck+1,α(M)when

f ∈ Ck−1,α(M). Being k ≥ 3, a weak solution is also a classical solution.

Thus, the differential of G at ϕ is surjective if and only if for any f ∈ B0 the

equation

∆ϕη = (det(gϕ
ij
))−1 det(gij) f (L)

has a (weak) solution, and this condition is equivalent to

0 =

∫
M

(det(gϕ
ij
))−1 det(gij) f dVϕ =

∫
M

f dVg

But the latter is always verified on B0, so the differential of G is surjective at any

point. Moreover, by Theorem 3 any two solutions of the same equation (L) differ

by a constant, which implies that

the differential ofG is bijective at the points of A0

Also notice that Im(G) = G(A0) , since for any ψ ∈ A

ψ −
∫
M
ψ dVg

vol(M)
∈ A0 , G(ψ) = G

(
ψ −

∫
M
ψ dVg

vol(M)

)
Finally, let t0 ∈ Wk . Then ft0 ∈ G(A0), and by the Inverse Function Theorem,

there is an open neighborhood U of ft0 in B which is contained in Im(G). On a

compact manifold, we have the continuous inclusion

Ck(M) ↪→ Ck−1,α(M) (I )

Consequently, the map

γ : R→ Ck−1,α(M) : t 7→ ft

is continuous. Therefore, there is ϵ > 0 such that

γ(t0 − ϵ, t0 + ϵ) ⊆ U

that is, for |t− t0| < ϵ : ft ∈ B.
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Wenow prove thatWk is closed. Let { tq}q ⊆ Wk be a sequence that converges

to t0. Consider the sequence {φq}q of solutions of (∗q). Up to normalizing, assume∫
M

φq dVg = 0

Fix q. Differentiating (∗q) with respect to ∂
∂zp

, Jacobi’s formula results into

det
(
gij +

∂2φq
∂zi∂zj

)∑
a,b

gabq
∂2

∂za∂zb

(
∂φq
∂zp

)
=

= vol(M)

(∫
M

etqF
)−1

∂

∂zp
(
etqF det(gij)

)
where we used the subscript q to denote the metric defined by φq . Note that

det
(
gij +

∂2φq
∂zi∂zj

)∑
a,b

gabq
∂2

∂za∂zb

defines a second order operator T . Since its coefficients are given by sums and

products of the coefficients gij with the second-order derivatives of φq , the fol-

lowing properties are satisfied:

• T is uniformly elliptic, thanks to the second order estimates for φq and φq
being g-positive.

• The coefficients of T are in C0,α(M) (recall k ≥ 3 and (I )). Moreover, they

are uniformly bounded due to the third order estimate for φq .

On the other hand, the right-hand side of the equation is a smooth map. We can

then apply the Schauder estimate (see [Szé14], p. 32 Theorem 2.10) fromwhich we

have a constant C ′ independent of ∂φq

∂zp
such that

||∂φq
∂zp
||C2,α ≤ C ′(K1 + ||

∂φq
∂zp
||L1)

whereK1 is an upper bound for the α-Hölder norm of the right-hand side of the

equation. Using the mean value theorem, we can estimate ||∂φq

∂zp
||L1 by the second-

order estimate. Therefore, we have a constant C ′′ independent of φq for which

||∂φq
∂zp
||C2,α ≤ C ′′
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A similar kind of estimate for ||∂φq

∂zp
||C2,α is obtained by differentiating accordingly

(∗q). Consequently, we can proceed by bootstrapping: the recently found estimates

imply that

the coefficients of T are uniformly bounded in C1,α(M)

then by the Schauder estimate we have the bounds independent of φq

||∂φq
∂zp
||C3,α ≤ D1 , ||∂φq

∂zp
||C3,α ≤ D2

and these estimates imply that

the coefficients of T are uniformly bounded in C2,α(M)

We iterate this process, togetherwith elliptic regularity, to obtain thatφq ∈ Ck+2,α(M)

and estimate ||φq||Ck+2,α independently of φq . Then

{ φq}q is uniformly bounded in Ck+2,α(M)

SinceM is compact, we have the compact inclusion

Ck+2,α(M) ↪−↪→ Ck+1,α(M)

Thus, up to a subsequence, there isφ ∈ Ck+1,α(M) such thatφq → φ inCk+1,α(M)

as tq → t0. By continuity ofG, γ, which we introduced to show thatWk is open,

we have that

φ is a solution to (∗t0)

Furthermore, the convergence also gives forφ the same a priori estimates that hold

for any φq . Denoting the tensor g′ constructed using φ, by Remark 18

g, g′ are uniformly equivalent

so φ is g-positive, proving that t0 ∈ Wk.
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3.3 Conclusion

We have therefore proved that (M-A) has a g-positive Ck-solution for any k ≥ 3.

We can also require that each of these functions has zero integral overM . Then,

by Theorem 4, these solutions actually coincide, resulting in a smooth g-positive

solution for (M-A) and proving Calabi’s conjecture.
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